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Titre : De l’étude des langages de programmations quantiques

Résumé : Cette thèse présente mes contributions à
la recherche depuis la soutenance de mon doctorat en
2008. J’ai eu la chance de participer au développe-
ment des langages de programmation quantique depuis
le début : le document a pour but de présenter mon
point de vue sur l’évolution du sujet, mes contribu-
tions, et les tendances actuelles dans la communauté.
Le document est destiné à un doctorant spécialisé dans
les méthodes formelles.

Depuis 2008, la programmation quantique a énor-
mément évolué. Alors que le matériel est passé
d’expériences en laboratoire à des coprocesseurs quan-
tiques prêts à l’emploi, les langages quantique sont
passés de principes mathématiques abstraits à des envi-
ronnements de développement complet. Leur concep-
tion doit désormais tenir compte du matériel ainsi que
des cas d’usage. En outre, de nouveaux paradigmes de
calcul non standard émergent, basés sur la possibilité
de considérer la superposition des exécutions en plus
de la superposition des données. Tout cela soulève des
défis passionnants pour l’avenir.

La présentation commence par discuter l’état du
domaine en 2008, avec une discussion sur les différentes
approches telle que le lambda-calcul quantique—l’une

de mes contributions avant 2008. Le manuscrit se
penche ensuite sur trois sujets pour lesquels j’ai été
activement impliqué.

La thèse se concentre d’abord sur l’avènement de
langages de programmation quantique évolutifs. Dans
ce contexte, j’ai participé au développement de Quip-
per, un langage de description de circuits inscrit dans
Haskell, et de Qbricks, un outil de vérification déduc-
tive de programmes quantiques. Le deuxième thème
principal de la thèse est la sémantique des lambda-
calculs quantique : mes contributions concernent la
description de sémantiques inspirées par des modèles
de logique linéaire. La troisième partie de la thèse
analyse la superposition d’exécutions de programmes :
mes contributions sont le SWITCH quantique, mon-
trant comment ce modèle ne peut pas être réduit à
des circuits quantiques, et la conception de langages
pour des programmes en superposition.

La thèse se termine par quelques tendances
actuelles de la recherche : l’essor des langages
graphiques, l’unification des contrôles quantiques et
classiques, le développement de chaînes d’outils de
compilation quantique, et l’analyse statique pour les
programmes quantiques.

Title : On Quantum Programming Languages

Abstract: This thesis—Habilitation à diriger des
recherches— presents some of my research contribu-
tions since my Ph.D defense in 2008. I have had the
chance to participate in the development of quantum
programming languages since their early developments:
the presentation aims to present my point of view on
the evolution of the subject, my contributions, and the
current research trends in the community. The target
audience is a graduate student interested in pointers
to the field of quantum programming languages

Since 2008, the state of quantum programming
has evolved tremendously. As quantum hardware
moved from physical artifacts in bench labs to ready-
to-use quantum coprocessors, quantum programming
languages evolved from abstract mathematical princi-
ples to scalable proposals. Language designs now need
to consider constraints coming from both hardware and
use cases. Furthermore, novel, non-standard computa-
tional paradigms are emerging based on the possibility
of considering the superposition of executions on top
of the superposition of data. All of this raises exciting
challenges for the years to come.

The presentation starts with a discussion of the
state of the field of quantum programming language

in 2008, with a discussion on the attempts at toy
languages, and in particular, the quantum lambda
calculus—one of my contributions before 2008. The
manuscript then dives into three main subjects I have
been actively involved in.

The thesis first focuses on the advent of scal-
able quantum programming languages. In this con-
text, I have participated in developing Quipper, a
domain-specific, circuit-description language embed-
ded in Haskell, and Qbricks, a tool for deductive veri-
fication of quantum programs. The second main topic
of the thesis consists of the semantics of quantum
lambda-calculi: My contributions concern the descrip-
tion of semantics inspired by models of linear logic.
The third part of the thesis analyses the superposition
of program executions: my contributions are the quan-
tum SWITCH, showing how this model cannot be re-
duced to quantum circuits, and the design of languages
for programs in superposition.

The thesis concludes with a few current research
trends: the rise of graphical languages, the reconcilia-
tion of quantum and classical control, the development
of quantum compilation toolchains, and static analysis
for quantum programs.
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Chapter A

Introduction

The birthdate of quantum computing can be traced back to 1982 when Feynman [Fey82] envi-
sioned using controllable quantum systems to simulate physical behavior. Since then, quan-
tum computing has grown into a striving research field, with foreseen applications in a wide
range of topics: quantum simulation for pharmaceuticals and chemicals applications, quan-
tum linear algebra for AI and machine learning, quantum optimization and search, quantum
factorization, etc. As of December 2022, more than 430 algorithms were registered on the
Quantum Algorithm Zoo [QZOO22], a comprehensive catalog of quantum algorithms.

In parallel to this boom in algorithm design, the investment in quantum computing is
reaching an all-time high, both from public and private actors. France set up the “PlanQuan-
tique” last year, while Europe launched the “Quantum Flagship” a few years ago. In the previ-
ous five years, both the number of startups and the investment in quantum computation have
skyrocketed to more than 200 startups worldwide, and 25 billion dollars of public investment
as of 2021 [McKinsey21].

The idea behind quantum computing is to code information on the state of objects gov-
erned by the laws of quantum physics. The mathematical theory is well established [NC02]
and makes it possible to reason on what is doable—and what is not — in this computation
paradigm without having to rely on concrete hardware. The state of a quantum memory can
be regarded as a complex, linear combination of bit-strings. This mathematical formalism
entails two of the main features of quantum computation: superposition of data and entan-
glement. On the downside, reading information from a quantum memory is a destructive and
probabilistic operation, modifying the global state of the memory.

One of the first and maybe most notorious quantum algorithms, Shor’s factoring algo-
rithm [Sho94], placed quantum computation on the radar for potentially disruptive technolo-
gies. However, in part due to the lack of scalable hardware at the time, later quantum algo-
rithms were typically developed as tools to explore the complexity speedup entailed by using
a quantum memory. If this purely theoretical approach to quantum computation uncovered
interesting foundational results, it remained somehow far from concrete instantiations.

Quantum algorithms such as the one devised by Shor require a level of abstraction higher
than what can be needed by Feynman’s vision of quantum simulation. Knill [Kni96] proposed
in 1996 a rationale for what a quantum coprocessor should permit to implement such algo-
rithms. This analysis is the basis of a wide range of works on the computer science aspect of
quantum computation. On one end of the spectrum, a series of research developments discuss
concrete quantum programming languages or libraries for interacting with a quantum mem-
ory [Öme00; BCS03; Öme03]. At the other end of the spectrum, Knill’s description seeded
lines of research on the semantics of quantum programming language based on models of
linear logic, domain theory and category theory [Sel04a; Sel04b; Ton04; Val04; Val08], the lat-
ter cross-fertilizing with early formalizations of quantum information and quantum protocols
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Chapter A Introduction

[AC04; Coe04].
The 2010s have seen a rapid upscaling of the proposals pertaining to quantum program-

ming. Stirred by the active development of hardware and integrated quantum coprocessors,
the field has moved from blackboards and lab benches to industrial use cases. Although the
hardware is still in the so-called Noisy Intermediate-ScaleQuantum (NISQ) state with quantum
memory of a few hundred uncorrected qubits subject to decoherence [Pre18], the research
in quantum programming and compilation is thriving in proposals for making use of these
memories [BCKH+22]. Indeed, the memories are large enough to make it impractible to ma-
nipulate by hand, yet constrained enough to require dedicated languages and sophisticated
compilation and optimization techniques. The field is furthermore opening the path toward
Large Scale Quantum (LSQ) computation, for when the hardware will be able to support error
correction.

The arrival of concrete machines with more than a handful of qubits has created a strong
pull effect for the development of quantum programming languages [QTOOLS24]. Indeed, if
hand-writing circuits is feasable for a few qubits, it quickly becomes cumbersome and error-
prone even for a few dozen of qubits. Turning a pen-and-paper algorithm to an effective,
runnable sequence of gates on a quantum coprocessor with a hundred qubits requires a pro-
gramming language to describe and manipulate the structure of the circuit. Whether this
language is standalone or embedded, it has to be formalized enough to support analysis tech-
niques and tools to assess the validity of quantum programs. Moreover, whether in the NISQ
or the LSQ era, quantum coprocessors are and will arguably be both expensive to run and lim-
ited in resources Optimizing the resource footprint of an algorithm is then critical, opening
the field to the development of synthesis and optimization techniques for quantum programs.

I entered the game in 2002 when I started a Master’s program at the University of
Ottawa under the supervision of Peter Selinger. I had the opportunity to design a
quantum lambda calculus and work on its semantics, first as a Master’s student and
then as a PhD student, still under Peter Selinger’s supervision. I had, therefore, the
chance to be on the frontline of the research on quantum programming languages.
Since my Ph.D. defense in 2008, the field has evolved and significantly matured, and I
was lucky to be part of the process. The rest of the manuscript summarizes this evo-
lution, seen from my own view, and focuses on my contributions until now. Following
the rules of the Habilitation à diriger des Recherche (HDR), I take the year 2008—time
of my Ph.D. defense— as a pivot and focus on what happened next. The notion of
“present time” being a moving target, I chose 2020 (give or take) as the end of the
past and the beginning of the future—this is the time where I started to write this
thesis.
I shall use blue text boxes like the one encapsulating this paragraph to reflect on my
experience with the topics and subjects discussed.

Scope and plan of the Manuscript. This thesis is concerned with quantum programming
languages from a formal perspective. The scope is deliberately skewed towards the research
interests—and the work—of the author. The document focuses on three emblematic research
threads (Chapters C, D and E) in which the author participated between 2008 and 2020. For
each chapter, the related publications are summarized at the end in a separated table: Ta-
bles D.8, C.13 and E.1. The later publications are in Table F.1.

Chapter B briefly presents some background material and reviews the state of quantum
programming languages as it was in 2008. The discussion covers the preliminary design pro-
posals for quantum languages with a focus on the quantum lambda calculus, one of our con-
tribution at the time.

Chapter C discusses the design of quantum programming languages within the copro-
cessor model and the shift from toy languages to scalable programming environments. We
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Chapter A Introduction

have, in particular, been involved in the development of QuippeR, a domain-specific, circuit-
description language embedded in Haskell. The language comes with sound design principles
that are still state of the art nowadays. We then discuss two related aspects: circuit synthe-
sis and quantum program certification. Our contributions to circuit synthesis are twofold: a
strategy for generating oracles by turning a classical piece of code into a family of reversible
circuits and approaches using numerical analysis to automate circuit synthesis based on a
matrix-like description. Regarding program verification, we have been involved in deductive
verification, particularly with developing the tool Qbricks.

Chapter D explores the semantics of quantum lambda calculus and its extension with
circuit-description capabilities, bridging with Chapter C. A semantics is a formal description
of some of the properties of a programming language: its structures, its behavior, its action,
etc. A semantics usually shares a strong connection with a model of some logic through a
Curry-Howard correspondence. In the case of quantum computation, one of our contributions
before 2008 has been to connect quantum lambda calculus with linear logic. This resource-
sensitive logic forms a natural framework for reasoning on the non-duplicability of quantum
registers. The chapter presents such Curry-Howard correspondence, linking linear logic and
the quantum lambda calculus. Three aspects of the problem are then discussed: first, the
quest for a denotational semantics for the corresponding typed quantum lambda calculus;
then the link between the typed quantum lambda calculus and an interaction-based model
of linear logic: Geometry of Interaction; finally, the description of denotational semantics for
quantum lambda calculi with circuit-description features.

Chapter E examines an effect specific to quantum computation: quantum control. This
non-standard model of computation generalizes the notion of superposition: On top of the
superposition of data, we consider the possibility of superposition of executions. All of this
opens several challenges, such as the expressivity of this new computational paradigm and the
design of syntactic languages to describe superpositions of programs. Concerning the expres-
sivity of the model, our seminal contribution is the quantum SWITCH is a minimal algorithm
featuring a superposition of execution that quantum circuits cannot represent. On the syn-
tactic aspect, we explored several approaches for functional languages with superposition of
programs, using not only lambda calculus but also specific syntax based on pattern-matching.

Finally, Chapter F describes a few research trends in the community corresponding to
the interest of the author: the rise of graphical languages, the problem of the unification
of quantum and classical control, the definition of quantum compilation toolchains, and the
challenge of quantum program certification.

Blind Spot. Many important aspects pertaining to the field of quantum languages have
been left undiscussed in this document. In particular, we shall not consider the problem
of error correction, the development of quantum algorithms, or (most) practical aspects of
quantum compilation. Graphical languages and ZX in particular will not be discussed to the
extent they deserve—again, the scope of the document is only the author’s existing research
production. It should also be understood that we shall not discuss industrial-scale quantum
programming languages; the presentation stays at a formal, theoretical level.

Audience. The target audience for this document is a graduate student or a researcher in
formal methods interested in acquiring pointers to the field of quantum programming lan-
guages. More precisely, the main techniques used in the various works described in the doc-
ument are rewriting, logical and type systems, and category theory. The reader should not
expect complete proofs of results; instead, the presentation tries to stay high-level, and the
main results and constructions are, in general, given through the use of examples.
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Chapter B

Quantum Programming
back in 2008

Since 2008, the state of the art in quantum programming languages has evolved a lot, par-
ticularly with new actors shaping the field in inconceivable ways back then. This chapter is
devoted to summarizing the state of the field back then.

• Section B.1 offers a quick introduction to quantum computation in general. On top
of the mathematical foundations, the section describes the standard computational
paradigm for quantum computation: the quantum coprocessor model. The section also
discusses an emerging language at the time with a graphical notation: the ZX calculus.
This section sets the playground for the rest of the thesis.

• Section B.2 presents the state of quantum programming languages around 2008. The
section discusses a few emblematic approaches and design strategies. Indeed, some of
them are at the root of the subsequent developments. For instance, in hindsight, the
notion of circuit-description language was already there in the quantum IO monad of
Altenkirch&Green’s [AG09], most of the challenges about quantum control were estab-
lished in for QML [AG05a], and Bettelli and Ömer had already started pondering the
interaction with the quantum coprocessor [BCS03; Öme03].

• Section B.3 introduces one of our main contribution at the time: the quantum lambda
calculus [Val04; SV06; Val08]. This extension of the lambda calculus provides a theo-
retical framework for reasoning on functional programming languages accommodating
quantum computation. The section discusses the necessity for a linear type system due
to the non-duplicability of quantum information and sketches the existing denotational
semantics at the time. As the section shows, existing semantics for the quantum lambda
calculus were still verymodest. In particular, they could not capture both duplicable and
non-duplicable data at the same time [SV08a; SV08b].

B.1 Primer on Quantum Computation
In this section, we lay out the background on quantum computation needed for the rest of
the thesis. We invite the reader to consult e.g. [NC02] for more details.

8



Chapter B Back in 2008

B.1.1 QuantumMemory
In quantum computation, one has access to a quantum coprocessor holding a special kind of
quantummemory. It consists of data encoded on the state of quantumparticles: photons, ions,
etc. The behavior of the quantum memory is derived from the rules of quantum mechanics.
From a mathematical standpoint, the state of the quantum memory is a normalized vector
in a Hilbert space [NC02], usually considered modulo a global phase —i.e. multiplication by
a (non-zero) scalar. The smallest piece of quantum information is the quantum bit , or qubit :
its state is represented by a normalized vector in the Hilbert space 𝒬 of dimension 2. One
chooses a basis {|0⟩ , |1⟩} of two orthonormal vectors: a canonical representation for the state
|𝜙⟩ of a qubit is therefore of the general form

|𝜙⟩ = 𝜌0 |0⟩ + 𝜌1𝑒𝑖𝜃 |1⟩ ,
where 𝜌0 and 𝜌1 are positive reals such that 𝜌20 + 𝜌21 = 1 and 𝜃 is an angle between 0 and
2𝜋 . The value 𝜃 is a phase, whereas 𝜌0 and 𝜌1 are called amplitudes. In general, we however
simply consider a representative 𝛼 |0⟩ + 𝛽 |1⟩ with 𝛼, 𝛽 ∈ ℂ and |𝛼 |2 + |𝛽|2 = 1, keeping in
mind that the global phase 𝛼

|𝛼|2 is not relevant.

The notation |𝜙⟩ is called a ket : if we choose the lexicographic ordering on the basis |0⟩ , |1⟩,
then |𝜙⟩ stands for the column vector

|𝜙⟩ = 𝛼 |0⟩ + 𝛽 |1⟩ = (𝛼𝛽) .

There is a dual notation for row-vectors —or functionals—, the bra. The conjugate transpose
of |𝜙⟩ is therefore

⟨𝜙| = ( ̄𝛼 ̄𝛽) .
The notation is consistent with the scalar product, as follows:

⟨𝜙⟩ 𝜙 = (⟨𝜙|)(|𝜙⟩) = ( ̄𝛼 ̄𝛽) (𝛼𝛽) = |𝛼|2 + |𝛽|2 = 1.

The basis |0⟩ , |1⟩ therefore forms an orthonormal basis. Another standard orthonormal basis
is |+⟩ , |−⟩, where |+⟩ = 1

√2 (|0⟩ + |1⟩) and |−⟩ = 1
√2 (|0⟩ − |1⟩).

Kronecker product When considering several quantum registers simultaneously, the state
of the overall system lies within the Kronecker product , or tensor product of the individual state
spaces. If Kronecker products can be defined through a universal property [Lan02, Ch. XVI], a
simple presentation can be done with spaces equipped with bases. Consider the two Hilbert
spaces ℰ and ℱ of respective bases 𝐵ℰ = {𝑒𝑖}𝑖 and 𝐵ℱ {𝑓𝑗}𝑗 . The space ℰ ⊗ ℱ is defined
as the Hilbert space with (formal) basis 𝐵ℰ × 𝐵ℱ = {(𝑒𝑖, 𝑓𝑗)}𝑖,𝑗 . We write the pair (𝑒𝑖, 𝑓𝑗) as
𝑒𝑖 ⊗ 𝑓𝑗 , and we bi-linearly extend the notation − ⊗ − to linear combinations as follows:

(∑
𝑖

𝛼𝑖 ⋅ 𝑒𝑖) ⊗ (∑
𝑗

𝛽𝑗 ⋅ 𝑓𝑗) = ∑
𝑖,𝑗

(𝛼𝑖𝛽𝑗) ⋅ (𝑒𝑖 ⊗ 𝑓𝑗).

The ket- and bra-notations makes it possible to shorten the tensor notation: we write |00⟩
for |0⟩ ⊗ |0⟩. The canonical basis for a 2-qubit system is then in lexicographic ordering
|00⟩ , |01⟩ , |10⟩ , |11⟩. Unless stated otherwise, the convention is to always use the lexico-
graphic ordering for basis.

Consider two registers 𝐴 and 𝐵 of respective states |𝜙⟩𝐴 ∈ ℋ𝐴 and |𝜓 ⟩𝐵 ∈ ℋ𝐵 . The
state of the joint system 𝐴𝐵 is then |𝜙⟩𝐴 ⊗ |𝜓⟩𝐵 ∈ ℋ𝐴𝐵 = ℋ𝐴 ⊗ ℋ𝐵 . Such a state is called

9
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𝐻 ≜ 1
√2 (1 1

1 −1) 𝑅𝑌 (𝜃) ≜ (cos(
𝜃
2 ) − sin( 𝜃2 )

sin( 𝜃2 ) cos( 𝜃2 )
)

𝑋 ,NOT ≜ (0 1
1 0) 𝑅𝑋 (𝜃) ≜ ( cos( 𝜃2 ) −𝑖 sin( 𝜃2 )

−𝑖 sin( 𝜃2 ) cos( 𝜃2 )
)

𝑍 ≜ (1 0
0 −1) 𝑅𝑍 (𝜃) ≜ (𝑒

−𝑖 𝜃2 0
0 𝑒𝑖 𝜃2

)

𝑆 ≜ (1 0
0 𝑖) 𝑇 ≜ (1 0

0 𝑒 𝑖𝜋
4
)

Table B.1: Examples of 1-qubit Quantum Gates

separable. Every state is however not necessarily separable: suppose for instance that 𝐴 and
𝐵 are both single qubits. A valid state for the 2-qubit system 𝐴𝐵 is

1
√2

(|00⟩ + |11⟩)

which cannot be factorized as |𝜙⟩ ⊗ |𝜓 ⟩: such a state is called entangled .

B.1.2 Quantum Operations
The operations one can perform on a quantum memory are of two kinds: unitary operations
and measurements. The former correspond to actions internal to the quantum memory, with-
out feedback, while the latter stands classical information retrieval from the quantum mem-
ory.

Unitary Operations. A unitary operation corresponds to a unitary endomorphism on the
space of states of the quantum memory —as in linear algebra—. In particular, such an opera-
tion is linear, invertible, and sending orthonormal bases to orthonormal bases.

In general, a quantum coprocessor only support a small set of unitary operations, called
unitary gates, or quantum gates. They usually only act on one or two qubits at a time. A
standard list of such gates acting on one qubit can be found in Table B.1. Standard gates
acting on two qubits are the control-NOT and the SWAP gate

CNOT =
⎛
⎜⎜
⎝

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

⎞
⎟⎟
⎠
, SWAP =

⎛
⎜⎜
⎝

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

⎞
⎟⎟
⎠
,

CNOT sends |0𝑥⟩ to |0𝑥⟩ and |1⟩ ⊗ |𝑥⟩ to |1⟩ ⊗ |¬𝑥⟩: it leaves invariant the subspace |0⟩ ⊗ 𝒬
and acts as 𝑋 on the second qubit in the subspace |1⟩ ⊗𝒬. The SWAP-gate is sending |𝑥𝑦⟩ to
|𝑦𝑥⟩: Note how we use the lexicographic ordering on bases to represent the matrices.

In general, given a unitary 𝑈 acting on 𝑛 qubits, the control of 𝑈 is the gate 𝐶 − 𝑈 acting
on 𝒬 ⊗ 𝒬⊗𝑛 and defined as |0⟩ ⊗ |𝜙⟩ ↦ |0⟩ ⊗ |𝜙⟩ and |1⟩ ⊗ |𝜙⟩ ↦ |1⟩ ⊗ (𝑈 |𝜙⟩). Using
the lexicographic representation of basis states, the gate 𝐶 − 𝑈 can be represented as the
block-matrix

𝐶 − 𝑈 = (1 0
0 𝑈) .

As an example, the gate CNOT is 𝐶 − 𝑋 . We can also define the Toffoli gate that acts on 3
qubits and which is defined as 𝐶 − 𝐶𝑁𝑂𝑇 . It sends |𝑥𝑦⟩ ⊗ |𝑧⟩ to |𝑥𝑦⟩ ⊗ |𝑧 ⊕ (𝑥 ∧ 𝑦⟩.

10
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|𝜙⟩

𝑞0
𝑞1
𝑞2

𝐻 𝑈
𝑞2
𝑞3

𝑏1
𝑏0

Figure B.2: Example of quantum circuit

A quantum gate-set is suitable for general quantum computation if it is universal, i.e. if
any unitary map acting on 𝑛 qubits can be realized with composition and tensors of elemen-
tary gates. Depending on the gate-set, this realization can be exact, or approximate up to an
arbitrary small error.

Measurement. A measurement corresponds to the (classical) observation of a quantum
system whose state lives in the Hilbert space ℋ to retrieve a classical piece of information.
Operationally, it consists in choosing two orthogonal subspaces ℋ0 and ℋ1 spanning ℋ and
determining whether the state of the system belongs to ℋ0 or ℋ1. In this case, any vector
|𝜙⟩ ∈ ℋ can be decomposed in |𝜙⟩ = 𝛼 |𝜙0⟩ + 𝛽 |𝜙1⟩, with |𝜙0⟩ ∈ ℋ0 and |𝜙1⟩ ∈ ℋ1, and
|𝛼 |2+|𝛽|2 = 1. A measurement against the decompositionℋ = ℋ0⊕ℋ1 will project |𝜙⟩ onto
one of the two subspaces with some probability: |𝜙⟩ is changed to |𝜙⟩0 or |𝜙⟩1 with probability
respectively |𝛼 |2 or |𝛽|2. The classical result of the measurement is the subspace on which the
state now belongs to.

For instance, measuring a qubit 𝛼 |0⟩+ 𝛽 |1⟩ along the basis {|0⟩ , |1⟩} —that is, the decom-
position𝒬 = (ℂ |0⟩)⊕(ℂ |1⟩)— turns the qubit into |0⟩with probability |𝛼 |2, in which case we
get the classical result “0”, or into |1⟩ with probability |𝛽|2, in which case we get the classical
result “1”. By convention, the result “1” stands for “True” and “0” for “False”.

QuantumCircuits. Unitary gates are used to realize a global unitary operation on themem-
ory state-space. Such operations are historically represented using the ad-hoc, graphical nota-
tion of quantum circuit [Yao93]. Quantum circuits form the quantum counterpart of classical,
Boolean circuits. Due to the peculiar nature of quantum data, they are however much simpler
than Boolean circuits: there is no branching nor possible loop-back. Simple horizontal lines
read from left to right represents the life-span of a qubit or a quantum register, and boxes
on wires represents operations on them. An example is shown in Figure B.2. Wires can be
labeled. In the circuits, 𝑞0, 𝑞1 and 𝑞2 are input wires of the circuit, while 𝑞3 is initialized with
|𝜙⟩. The NOT-gate is represented with a ⊕-symbol, and generic boxes are rectangles: 𝐻 acts
on 𝑞1, while 𝑈 acts on 𝑞0 and 𝑞1. 𝑈 is negatively controlled by 𝑞3, while the NOT-gate on 𝑞3
is positively controlled by 𝑞1. Circuits can also contains measurements, shown in Figure B.2
as the last box on the right. Boolean results are represented with double-wires and can be
labeled for easy referring.

Quantum circuits can be extended with more constructs: measurements, wire initializa-
tion (such as shown in Figure B.2), wire termination, etc. In a quantum circuits, wires that
are initialized and then terminated inside the circuit correspond to temporary registers. They
are called ancillas. Ancillas are more subtle to use than conventional, local variables: termi-
nating an ancillas amounts to measure the corresponding qubit. If needed, special care must
therefore be taken to retain unitarity.

Hardware The mathematical model is an ideal representation of the memory setup at the
hardware level. Indeed, physical qubits are noisy, as they are subject to decoherence [Sch08].
The hardware also entails topological constraints —it might not be possible to act on two
physically distant qubits— or limitations on the gate set. From a programming perspective,
these problems are to be addressed in the context of a quantum compilation toolchain.
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B.1.3 Mixed States
An arbitrary sequence of operations sent to a quantum memory interleaves unitaries and
measurement. In general, the resulting state of the quantum memory at the end of the com-
putation is therefore not a single quantum state |𝜙⟩ —a pure state— but a mixed state —whose
naive representation would be a probability distribution of pure states. Does this mean that
one can use the set of such probability distributions as a valid model for mixed states? The
answer is not so clear: it depends on what observations are allowed.

Superoperators. If a quantum computation is understood as a quantum experiment, the
only available operations are unitaries and measurements, and the only possible classical out-
come of an observation is the (classical) result of a measurement (did we measure 0 or 1?). In
this configuration, as physicists already noticed [NC02] probability distributions do not make
a sound model for mixed states. Instead of considering ∑𝑖 𝑝𝑖{|𝜙𝑖⟩}, a semantics matching the
observational equivalence given by unitaries and measurements is the positive matrix

𝜌 = ∑
𝑖

𝑝𝑖 ⟨𝜙𝑖| |𝜙𝑖⟩ .

A positive matrix of trace 1 (such as this one) is also called a density matrix . Positive matrices
form a semantics for mixed states supporting both unitary operations and measurements. In
this framework, a general quantum computation inputting 𝑛 qubits and outputting𝑚 quantum
bits is represented by a trace-preserving, completely positive map —also known as superopera-
tor—

𝐹 ∶ ℂ2𝑛×2𝑛 → ℂ2𝑚×2𝑚 . (B.1)

A completely positive map (CPM) is a linear map such that for all 𝑘 ∈ ℕ, 𝐹 ⊗ idℂ𝑘×𝑘 sends
positive maps to positive maps.

Löwner order. Positive matrices (and by extension completely positive maps) feature an
ordering relation, the Löwner order [Löw34; Loe50; BB83]: 𝐴 ⊑ 𝐵 whenever 𝐵 − 𝐴 is positive.
This order is stable under sum and (non-negative) scalarmultiple. It makes the cone of positive
𝑛×𝑛matrices a bounded dcpo: any bounded, directed set of positivematrices under the Löwner
order admits a least upper bound. This relation is consistent with the trace: if 𝐴 ⊑ 𝐵 then
tr(𝐴) ≤ tr(𝐵).

The Löwner order makes it possible to interpret possibly non-terminating quantum pro-
grams using positive matrices of trace less or equal to 1 and trace non-increasing completely
positive maps [Sel04a]. Following the standard domain interpretation [Plo83], the 0-valued
element —bottom of the cone— corresponds to the diverging program.

B.1.4 Quantum Coprocessor Model
In order to move from a mathematical model based on Hilbert spaces—or from physics ex-
periments—to a programmablemodel of computation, Knill proposes in 1996 theQRAMmodel
[Kni96], with a few basic pseudo-code constructs to express quantum algorithms.

Although other computational paradigms exist such as Measurement-based computation
[RB01; RBB03] or adiabatic computation [FGGS00; FGGLLP01], Knill’s QRAM model has so
far remained the standard model used in the design of quantum algorithms [QZOO22]. In-
deed, from the perspective of the quantum coprocessor, the run of a quantum algorithm can
be summarized with three classes of operations: quantum register initializations; application
of elementary gates on arbitrary qubits; measure of arbitrary qubits.

Knill’s QRAMmodel requires these low-level operations since they form the core of the in-
teractions between the classical machine and the quantum coprocessor. Additionally of these
elementary building blocks, Knill proposes a few high-level constructs such as subroutine in-
version or controlling.
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𝑈𝑓
|𝑥⟩
|𝑦 ⊕ 𝑓 (𝑥)⟩|𝑦⟩

|𝑥⟩

Figure B.3: Structure of the typical oracle

He also proposes to support the invocation of classical operations as oracles. An oracle
is the translation of the classical structure of the program into a quantum unitary. It can for
instance be the structure of a graph, an arithmetic operation, etc. In general, provided that the
description of the problem is written as a (classical, irreversible) map 𝑓 ∶ bool𝑛 → bool𝑚 , one
can always build the quantum unitary 𝑈𝑓 ∶ 𝒬⊗𝑛 ⊗𝒬⊗𝑚 → 𝒬⊗𝑛 ⊗𝒬⊗𝑚 shown in Figure B.3
and defined as

𝑈𝑓 ∶ |𝑥⟩ ⊗ |𝑦⟩ ↦ |𝑥⟩ ⊗ |𝑦 ⊕ 𝑓 (𝑦)⟩ .
Oracle generation is the topic of Section C.2.1.

B.1.5 ZX calculus
Nowadays, graphical calculi for quantum computation are commonplace [CK17]. However,
if physicists were already making good use of graphical representations with e.g. Feynman
diagrams [Wüt11], in 2008 there were seldom graphical languages for quantum computation.

Apart from the ad-hoc representation of quantum circuits, in the late 2000’s a steady trend
was however taking of. Building on category theory and led by Abramski and Coecke [AC04;
Coe04], the computer science research group at Oxford became as a striving center for a novel
graphical representation based on the interaction of pairs of mutually unbiased observables:
the ZX calculus [CD07; CD08; CK17; pub22].

Falling within the large class of tensor network representation [BB17], the ZX calculus
can be regarded as a graphical language for a special kind of dagger, compact closed category
with two commutative †-Frobenius monoids [CPV13]:

𝑛 wires 𝑛 wires

𝑚 wires𝑚 wires

𝛼 𝛼

(B.2)

ZX-diagrams are composed from these constructs and read from top to bottom. The green
spider corresponds to the basis {|0⟩ , |1⟩} and the red spider to the basis {|+⟩ , |−⟩}. The 𝛼 is
a phase. These two algebras form a bialgebra satisfying the Hopf law [CD08; CD11], so for
instance

𝛼
𝛽

𝛼+𝛽≜ ≜

where a node with no label corresponds to the phase 0.
The ZX calculus aims at abstracting away the structure of finite Hilbert spaces. A ZX term

indeed admits a standard representation as general, linear function acting on Hilbert spaces.
A diagram with 𝑛 input and 𝑚 output wires corresponds to a linear function 𝒬⊗𝑛 → 𝒬⊗𝑚 .

13



Chapter B Back in 2008

For instance, the “cap” in Eq. (B.2) is the map ℂ → 𝒬 ⊗ 𝒬 sending 1 to |00⟩ + |11⟩, while the
green node is sending |0 ⋯ 0⟩ to |0 ⋯ 0⟩ and |1 ⋯ 1⟩ to 𝑒𝑖𝛼 |1 ⋯ 1⟩.

The ZX calculus is mentioned later in Section C.2.3.

B.2 Quantum Programming Paradigms
Before 2010, with the lack of concrete quantum coprocessors and use-cases for quantum al-
gorithms, quantum programming was mostly a theoretical playground [Gay06]. Nonethe-
less, with hindsight, much of the current state-of-the-art techniques in quantum program-
ming were already latent. We present them in this section, building on five works spanning
the approaches at the time: Bettelli’s C++ library [BCS03], Ömer’s QCL language [Öme03],
Altenkirch&Grattage’s QML for quantum control [AG05a], Altenkirch&Green’s quantum IO
monad [AG09], Vizzotto’s quantum arrows [VAS06]. An important paradigm for this thesis is
the quantum lambda calculus [SV06]: we discuss it in Section B.3.

Quantum Programming within Classical Environment. A quantum algorithm aims at
solving a classical problem instance, and it is meant to run on a classical computer, piloting a
quantum coprocessor. As such, the control flow of the program is purely classical. It therefore
makes sense to package the interaction with the quantum coprocessor into a dedicated library
of an existing programming language. Bettelli et al [BCS03] proposes such a library withing
C++, capitalizing on C++ object model to build circuit abstraction. Although this particular
implementation has not spurred any spin offs, the concept of using an existing (classical)
programming language to host a quantum language has been very successful and is still in
use in most current programming environment for quantum computation such as QisKit. The
limit of this approach is however the ability to reason on quantum programs and to offer tools
for certified quantum programming.

Circuits as Side-Effects. Instead of using C++ as a host language, Altenkirch&Green [AG09]
proposes a Haskell domain-specific language (DSL), building on Haskell’s monadic paradigm
to abstract away the interaction with the quantum coprocessor. Altenkirch&Green [AG09]
in fact presents the first formal baseline for a sound understanding of the interaction with
the quantum coprocessor: it can be understood as an input/output side-effect. A quantum
program outputs gates to the coprocessor, while it inputs results of measurements. Haskell
makes it possible to give a clear interface to a side effect. With the quantum IO monad QIO,
one can therefore type qubit initialization and measurements as

1 qinit :: Bool -> QIO Qbit

2 meas :: Qbit -> QIO Bool

that is, qinit inputs a Boolean value and returns a qubit object within the QIO interface: such
an operation only makes sense within the context described by the interface. An implementa-
tion can be a real quantum coprocessor, or a simulator, or some more exotic implementation
for instance recording all possible execution traces. The quantum IO monad framework forms
the baseline for the development of QuippeR discussed in Section C.1.2.

Circuits as Functions. Unlike Bettelli’s approach [BCS03] a quantum circuit in the QIO
framework is a regular function in the host language. A circuit on one wire is typed with

Qbit -> Circ Qbit.

The input wire of the circuit is the input of the function, and the output wire of the circuit is
the output of the function. As a side-effect, the function generates a piece of circuit. The Circ

type constructor encapsulates all the interaction between the program and the coprocessor.
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Using regular functions to model circuits might limit the amount of manipulation allowed
on circuits. Some operations such inversion cannot be easily formulated in such a general
context. An alternative proposal has been formulated by Vizzotto et al [VAS06]. The pro-
posal builds on Haskell’s implementation of arrows: a contrived notion of function, distinct
from Haskell’s usual function-type. This quantum arrow can therefore encapsulate all of the
interaction with the quantum coprocessor, and it offers an alternative approach to the QIO
monad—albeit arguably less intuitive to program. Nonetheless, the two layers of arrows (the
special quantum arrow and the regular, Haskell arrow-type) is very versatile, and can be seen
as a foundation for Theseus [JS14] and the contributions presented in Section E.3.2.

Programming Constructs of the Quantum Coprocessor. Although in the 2000’s quan-
tum coprocessors were still a very theoretical notion, there were already attempts at exploring
their programming capabilities. Instead of simply stacking gates into a circuit, Ömer proposes
with its imperative language QCL [Öme03] quantum-specific subroutines, making it possible
to distinguish features only available classically or only available quantumly. QCL can in a
sense be regarded as a preliminary exploration of the current trend of hybrid quantum pro-
gramming.

The language QCL is very imperative and the approach fails to catch the control flow
hidden inside a quantum circuit. A naïve quantum control consists in the usual control of
unitary, seen as a quantum test : an operator 𝑈 acting on wire 𝑞0 and controlled by wire 𝑞1
can be regarded as a test on 𝑞1. The language QML [AG05a] is arguably the first one to
offer such syntactic, purely quantum test. The authors derive a small first-order language in
which such a control can be written with an if-then-else construct: the test is quantum in
the sense that the value tested upon is never measured, and both branches of the test fire
in superposition. Quantum control is however an elusive notion, and besides simple tests,
allowing general superpositions of execution paths has been shown highly non-trivial and is
still an active research area, discussed in Chapter E.

B.3 Quantum Lambda Calculus
One of the main topic of this thesis is the quantum lambda calculus [Val04; SV05; SV06; Val08;
SV09]. This language formalizes the notion of quantum, higher-order functional programming
language with classical control, where a program is running on a classical computer with
access to a quantum coprocessor. The language is equipped with a set of constructs and an
operational semantics to formalize the interaction with the coprocessor. This approach has
been shaping what is now the state of the art in term of quantum programming and quantum
program certification.

This section can be regarded as a quick introduction to Chapter D. We first briefly re-
call what is the lambda calculus. We then discuss the strategy we employed in [SV06] to
extend it to support quantum computation: the resulting formal language is the quantum
lambda calculus, our main contribution before 2008. We then present the notion of type sys-
tem we developed using linear logic, discussing why it makes a suitable framework for typing
quantum data. We finally quickly sketch the state of denotational semantics of the quantum
lambda calculus in 2008.

This has been the subject of my M.Sc. [Val04] and my Ph.D. thesis [Val08]: my main
contribution at the time has been the study of the quantum lambda calculus and of
its semantics.
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B.3.1 Lambda Calculus
The lambda calculus [Bar84] is a versatile model of higher-order programming languages,
where functions are first-class terms that can be returned or passed along as arguments. The
basic constructs consists of variables: 𝑥, 𝑦 , …, lambda-abstractions 𝜆𝑥.𝑀 , standing for func-
tions of argument 𝑥 and body 𝑀 , and applications 𝑀𝑁 : the term 𝑁 is an argument fed to
the function 𝑀 . Terms of the language are called lambda-terms. A variable 𝑥 in a term 𝑀
may be bound by a lambda; otherwise it is called free. Computation is typically defined with
a rewrite-system based on the so-called beta-reduction:

(𝜆𝑥.𝑀)𝑁 → 𝑀[𝑥 ∶= 𝑁].
Various constraints can be set, yielding evaluation strategies: call-by-value, call-by-name, call-
by-need, etc [Plo75; MOTW95], etc. The language can furthermore be extended with con-
stants and other constructs to natively support other programming features and/or side-
effects.

Lambda-terms can be typed [BDS13]: the grammar of types consists at least of one con-
stant type 𝛼 and an arrow constructor 𝐴 ⇒ 𝐵. A term 𝜆𝑥.𝑀 being a function, its type is of
the form 𝐴 ⇒ 𝐵, when 𝑥 is meant to be of type 𝐴 and 𝑀 of type 𝐵. A set of typing rules then
specify what is a valid type for a given term. For instance, if 𝑀 is of type 𝐴 ⇒ 𝐵 and 𝑁 is of
type 𝐴, then 𝑀𝑁 can be specified of type 𝐵:

𝑀 ∶ 𝐴 ⇒ 𝐵 𝑁 ∶ 𝐴
𝑀𝑁 ∶ 𝐵 . (B.3)

Typed lambda calculi form the canonical medium for the Curry-Howard isomorphism:
a correspondence identifying types with logic formulas, and terms with proofs in the logic
[GLT90]. For instance, the rule Modus-Ponens

𝐴 ⇒ 𝐵 𝐴
𝐵

corresponds to the typing rule of the application shown in Eq. (B.3). In a similar way as lambda
calculus can be extended with constants and constructs, type systems can be very sophisti-
cated to capture many properties of the underlying language [Pie02], drawing deep connec-
tions with expressive logics. In the context of a quantum extension to the lambda calculus,
such a relevant logic turns out to be linear logic [Gir87]: this is discussed in Section B.3.3.

B.3.2 Quantum Extension to the Lambda Calculus
The idea behind the quantum lambda calculus is to offer an interface to the quantum copro-
cessor. To this end, it is natural to endow the language with two constant types bit and qbit,
respectively standing for classical Boolean value and quantum bits. Three term constants can
then be added: meas for measuring a qubit, qinit for initializing new qubits, and a family of
constants 𝑈 , ranging over a set of unitary gates.

The question is how to incorporate qubit objects in the language. A naïve approach con-
sists in adding one constant for each quantum state: one could then write for instance

𝜆𝑓 .𝜆𝑔.(𝑓 |0⟩)(𝑔 |1⟩) (B.4)

The problem with such an approach is entanglement: What if the two-qubit system in state
|01⟩ used in Eq (B.4) where instead in state 1

√2 (|00⟩+|11⟩)? As proposed by van Tonder [Ton04],
one could imagine a quantum superposition of terms. But this turns out to be in fact equiva-
lent to simply store the quantum state on the side, and use pointers to qubits in the term, as
follows:

[ 1
√2

(|00⟩ + |11⟩), |𝑥𝑦⟩ , 𝜆𝑓 .𝜆𝑔.(𝑓 𝑥)(𝑔 𝑦) ] (B.5)

16



Chapter B Back in 2008

with |𝑥𝑦⟩ being a compact representation for a function sending 𝑥 to qubit position 0 and 𝑦
to qubit position 1.

In a series of papers [Val04; SV05; SV06; Val08; SV09], we follow this now standard proce-
dure to define a quantum lambda calculus and its operational semantics. A program is then a
triple [𝑄, 𝐿,𝑀]mimicking a simple quantum coprocessor where gates are sent one-at-a-time.
In the triple, the element 𝑄 is the state of the quantum memory,𝑀 is a lambda-term with free
variables standing for pointers to qubits in the memory, and 𝐿 is a linking function addressing
each pointer to their qubit position in the memory. Due to the nature of the measurement,
the evaluation ends up being probabilistic: there is the need for a choice of reduction strat-
egy , since tossing a coin and duplicating the result is not the same thing as duplicating the
coin and tossing (once) each copy. In the case of the quantum lambda calculus, the standard
choice has been a call-by-value reduction strategy: an argument is reduced to a value before
being passed along to the function.

This standard abstract machine and reduction procedure is described in more details in
Section D.1.2 together with our later contributions.

B.3.3 Linear Type System
In the quantum lambda calculus, qubits have a special property: they are non-duplicable.
Indeed, if the function

𝜆𝑥.(CNOT 𝑥) 𝑥
inputting a qubit and passing it to the control-NOT both as control and as active qubit is not
valid. Similarly, the behavior of the term

𝜆𝑥.(𝑀(meas 𝑥))(𝑈 𝑥))
heavily depends on the evaluation ordering of arguments. In order to feature the usual safety
properties, a type system for the quantum lambda calculus has to enforce non-duplicability,
i.e. linearity of qubits.

Because of the higher-order nature of the language, non-duplicability is not restrained to
qubits. For instance, the term

(𝜆𝑥.(𝜆𝑓 .𝑓 𝑥))(qinit tt)
(where tt stands for the Boolean True) initializes a new qubit and makes a function using
this qubit. The function is thus non-duplicable as it contains a qubit inside its body. Non-
trivial examples can be constructed based on the teleportation algorithm [SV06] or the Bell
experiment [Val11].

A suitable resource-sensitive logic is linear logic [Gir87]: objects are strictly linear by de-
fault, and a special type constructor “!” is added to the logic to tag duplicable and erasable
elements. The original type systems for the quantum lambda calculus builds upon linear logic:
In Section D.1.2, we present an instantiation following intuitionistic affine linear logic.

B.3.4 Towards a Denotational Semantics
A denotational semantics is a mathematical—or categorical—models characterizing the behav-
ior of programs [Sto77; Sch86; LS89]. A denotational semantics attaches to each types a math-
ematical space—or an object of a category—and to each well-typed term a suitable function
—or morphism.

The strictly linear fragment. In the context of quantum computation, the natural mathe-
matical framework consists in density matrices and superoperators —or more generally, pos-
itive matrices and completely positive maps—. Capitalizing on the Choi theorem [Cho75],
Selinger [Sel04a; Sel04b] describes a (concrete) compact closed category based on cones of
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positive matrices and completely positive maps. This category has been shown to provide a
fully-abstract model for strictly linear quantum computation in [SV08a]. However, as it is
based on finite-dimensional vector spaces it cannot handle inductive types such as natural
numbers or lists. Similarly, it is not expressive enough to model the type constructor “!”: this
will be the subject of Section D.2.

Towards duplication. In [SV08b], we made a preliminary, abstract proposal for the struc-
ture required for a model of a full quantum lambda calculus. The proposed structure is based
on 2 categories and a strong monad:

• A symmetric monoidal category 𝒞 , standing for the computations available inside the
quantum coprocessor,

• A cartesian closed category 𝒟 for regular, effect-free higher-order computation,

• A strong monad on 𝒟 abstracting the probabilistic side-effect

The two categories𝒞 and𝒟 form a linear-non-linear model [Bie93; Ben94b], therefore giving
rise to a semantics for the “!” operator as a comonad. Linear-non-linear models form the root
of all existing semantics for modern circuit-description languages [PRZ17; LMZ18; RS18b;
FKS20]. Accommodating duplication and circuit construction is the topic of Chapter D.
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Chapter C

Quantum Languages and
Compilation Toolchain

At the turn of the 2010s, quantum coprocessors started to be considered mature enough for
quantum algorithms to be competitive compared to purely classical ones [QCS].

The problem was to connect two distinct lines of work. On one side, the design of quan-
tum algorithms, focusing on their asymptotic behavior, and the other quantum programming
languages, very minimalist at the time. Furthermore, leaning toward the concrete use of
quantum algorithms requires to conceptualize the compilation of the language onto concrete
hardware. A quantum compilation toolchain needs to take into account the constraints of
the coprocessor: the small memory size, the structure of the memory, and possibly the noise
of the backend. Because of the many ways quantum algorithms are described, a compilation
frameworks has to be equipped with robust methods for synthesizing and optimizing circuits
out of classical specifications—whether provided as matrices or given as classical code. Fi-
nally, the counter-intuitive behavior of quantum computation added to the difficulty of test-
ing programs hints toward the development of a dedicated set of formal methods and analysis
techniques for quantum program.

This chapter is devoted to a presentation of the author’s work on these aspects: design of
a scalable quantum programming language, circuit synthesis techniques, and analysis tools
from a practical point of view. Each of them covers a section.

• Section C.1 presents our main contribution on the topic of scalable quantum program-
ming language: the design of the language QuippeR [GLRSV13b]. We first discuss the
concept of circuit-description language and how it offers a sound, formal paradigm for
interacting with the coprocessor. We then introduce QuippeR, a domain-specific lan-
guage embedded in Haskell and following this principle. We finally present a use-case
enlighting the effectiveness of the approach: The logical resource estimation of an in-
stance of the Quantum Linear System Algorithm [SVMABC17].

• Section C.2 discusses three of our lines of works concerned with circuit synthesis and
optimization. We first present a technique, novel at the time, to automatically construct
an oracle (the circuit 𝑈𝑓 of Figure B.3) from the code of a classical function (the function
𝑓 of Figure B.3) [Val16]. We then discuss circuit synthesis out of the description of a
unitary matrix—an array of complex numbers [BBVA20]. We finally turn to the question
of the use of the ZX calculus as a tool for describing and optimizing quantum circuits
[BPV21].

• Section C.3 considers the problem of quantum program certification. Testing being
hard—if not impossible— when manipulating quantum information, certifying that a
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quantum program behaves as expected requires formal methods and proof techniques.
In this section, we discuss the problems this raises and argue that deductive verification
is a suitable technique for the problem. We then present our contributions: a Floyd-
Hoare logic for recursive quantum programs [XVY21], and QbRicK, our proposal for
proving properties of quantum programs in a scalable manner [CBBPV21].

My contributions to the field are summarized by the sectioning of the chapter. Sec-
tion C.1 covers the series of works on the design of quantum programming languages
derived from my post-doc in the US in 2011-2013. Section C.2 highlights some of the
results I participated in developing, in particular with two of my former Ph.D stu-
dents: Timothée Goubault de Brugière, Ph.D student in CIFRE co-supervised with
Marc Baboulin (LMF) and Cyril Allouche (Atos), and Agustin Borgna, Ph.D student
co-supervised with Simon Perdrix (LORIA). Finally, Section C.3 skims through the
problem of specification and verification, and my contributions to the field, some of
it coming from a collaboration with the quantum group at CEA-LIST/LSL. The collab-
oration is still ongoing with a Ph.D student: Jérome Ricciardi.

C.1 QUIPPER: a Circuit-Description Language
This section is devoted to one of our main contribution: the design of QuippeR, the first scal-
able quantum programming language. Before QuippeR, the state of the field, described in
Section B.2, showed little connection between algorithm use-cases and quantum program-
ming languages. This was a serious roadblock for investigating the concrete applicability of
quantum algorithms.

The main formal realization we made while working on QuippeR is the fact that realistic
quantum algorithms requires a circuit-description language with both low-level and high-level
circuit constructors. With QuippeR, we propose a formal, sound setting for representing quan-
tum programming, opening the door to program verification and certification. This section is
devoted to the presentation of QuippeR. Section C.1.1 discusses the main design principles we
developed. Section C.1.2 presents QuippeR, and Section C.1.3 sketches one of our contribu-
tion using QuippeR: the logical resource estimation of an instance of an quantum algorithm
for solving linear system of equations.

From 2011 to 2013 I was postdoc at the University of Philadelphia, in the US, employed
by the large pan-American QCS project [QCS] funded by IARPA. The project spanned
from physicists to computer scientists; I was hired to work on the language aspect.
One of the goal of the QCS project was to provide a concrete logical resource estima-
tion for quantum algorithms. Seven algorithms were chosen by IARPA:

1. [CCDFGS03] to find a labeled node in a graph
2. [ACRŠZ10] to evaluate a NAND formula;
3. [Hal07] to approximate the class group of a real quadratic number field;
4. [WBA11] to compute the ground state energy level of a particular molecule;
5. [HHL09; Amb12; CJS13] to solve a linear system of equations;
6. [Reg04] to choose the shortest vector among a given set;
7. [MSS07] to exhibit a triangle inside a dense graph.

The objective was to span a reasonably representative set of the existing algorithms of
the timea. The chosen algorithms make use of a wide variety of quantum primitives
such as amplitude amplification, quantum walks, quantum Fourier transform (QFT),
quantum phase estimation (QPE), quantum simulation, etc. Several of the algorithms
also require the implementation of sophisticated classical oracles. The starting point
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Figure C.1: Workflows for quantum algorithm

for each of our algorithm implementations was a detailed description of the algorithm
provided by IARPA.
As part of the project, we developed QuippeR as a tool to answer the particular prob-
lematics of coding the aforementioned algorithms in the context of the IARPA project,
and the research spurred a series of papers: [GLRSV12; GLRSV13a; GLRSV13b;
SRSV14; VRSAS15; SVMABC17]. If along the line we conceptualized the language
design principles presented in Section C.1.1, we also used QuippeR for concrete logical
resource estimation. My contribution on the latter part is presented in Section C.1.3.

aNote however how the later trend of variational algorithms is —obviously— not represented.

C.1.1 Discussion: Quantum Programming Language Design
In Section B.1.4, circuits were merely seen as sequences of elementary gates. However, in most
quantum algorithms circuits are more complex structures, built compositionally from smaller
sub-circuits and circuits combinators. If they are usually static objects, buffered until com-
plete before being flushed to the quantum coprocessor, in some algorithms, circuits are even
dynamically generated: the tail of the circuit depending on the result of formermeasurements.

In this section, we discuss the high-level structure of quantum algorithms, the require-
ments for a quantum programming language, and review some of the existing proposals.1

C.1.1.1 Structure of Quantum Algorithms
The usual model for quantum computation was discussed in Section B.1.4: a classical com-
puter controls a quantum coprocessor, whose role is to hold a quantum memory. A program-
matic interface for interacting with the coprocessor is provided to the programmer sitting in
front of the classical computer. The interface gives methods to send instructions to the quan-
tum memory to allocate and initialize new quantum registers, apply unitary gates on qubits,
and eventually perform measurements. If the set of instructions is commonly represented as
a circuit, it is merely the result of a trace of classical execution of a classical program on the
classical computer.

Figure C.1 presents two standard workflows with a quantum coprocessor. In Figure C.1a,
the classical execution inputs some (classical) parameters, performs some pre-processing, gen-

1This section is heavily inspired from my own contribution in [CBBPV21].
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erates a circuit, sends the circuit to the coprocessor, collects the result of the measurement,
and finally performs some post-processing to decide whether an output can be produced or
if one needs to start over. Shor’s factoring algorithm [Sho97] or Grover’s algorithm [Gro96]
fall into this scheme: the circuit is used as a fancy probabilistic oracle. Most of the recent
variational algorithms [MRBA16; CABB+21] such as VQE [PMSY+14] or QAOA [FGGLLP01;
FGG14] also fall into this scheme, with the subtlety that the circuit might be updated at each
step. The other, less standard workflow is presented in Figure C.1b. In this scheme, the cir-
cuit is built “on the fly”, and measurements might be performed on a sub-part of the memory
along the course of execution of the circuit. The latter part of the circuit might then depend
on the result of classical processing in the middle of the computation. One can for example
cite the Unique Shortest Vector algorithm [Reg04], or the more standard repeat-until-success
procedures [LBK05; PS14].

Understanding quantum circuits as a by-product of the execution of classical programs
shines a fresh view on quantum algorithms. Unlike a naive interpretation, a quantum algo-
rithm cannot be identified with a quantum circuit. Instead, in general, at the very least a
quantum algorithm describes a family of quantum circuits. Indeed, consider the setting of
Figure C.1a. The algorithm is fed with some parameters and then build a circuit: the circuit
will depend on the shape of the parameters. If for instance we were using Shor’s factoring
algorithm, we would not build the same circuit for factoring 15 or 110,423,192,017. A quantum
programming language should therefore be able to describe parametric families of circuits.

The circuits described by quantum algorithms are potentially very large. We show for
instance in [SVMABC17] how a concrete instance of the HHL algorithm [HHL09] for solving
linear systems of equations can require as much as∼1040 elementary gates, if not optimized—
see Section C.1.3 for details. To handle the scalability, quantum algorithms describe circuits
by composing sub-circuits—possibly described as list of elementary gates but not only—using
high-level circuit combinators. These combinators build circuits by (classically) processing
possibly large sub-circuits. Some standard combinators are shown in Figure C.2 (where we
represent inverse with reflected letters). Note that there is a distinction to be made between a
combinator, applied on a sub-circuit, and its semantics, which is an action on each elementary
gate. Combinators are abstractions that can be composed to build larger combinators, such as
the one presented in Figure C.3 built from inversion, controlling and sequential composition.

C.1.1.2 Requirements for Quantum Programming Languages
Any scalable quantum programming language should therefore allow the following operations
within a common framework.

• Manipulation of quantum registers and quantum circuits as first-class objects. The pro-
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grammer should both be able to refer to “wires” in a natural manner and handle circuits
as independent objects.

• Description of parametric families of quantum circuits, both in a procedural manner
as sequence of operations—gates or subcircuits—and in an applicative manner, using
circuit combinators;

• Classical processing. In our experience [GLRSV13b], quantum algorithms mostly con-
sists of classical processing: processing the parameters, building the circuits, processing
the result of the measurement.

This broad description might call for refinements. For instance, some of the classical process-
ing might be performed on the quantum coprocessor —such as the simple classical controls
required for quantum error correction. The level of classical processing performed on the clas-
sical computer —therefore requiring communication through the interface— and performed
on the quantum coprocessor —requiring a more or less sophisticated device— is dependent
on the physical implementation. If some recent proposals such as Quingo [Qui20] discuss the
design of quantum programming languages aware of the two levels of classical processing —in
and out of the coprocessor— this is still work in progress.

C.1.1.3 Review of the Existing Approaches
Most of the current existing quantum programming languages are following the requirements
discussed in Section C.1.1.2. In this section, we review some typical approaches followed both
in academic and in industrial setting. This review is by no mean meant to be exhaustive: its
only purpose is to discuss the possible strategies for the design of quantum programming
languages (QPLs).

When designing a realistic programming language from scratch, the main problem is the
access to existing libraries and tools. In the context of quantum computation, one would need
for instance to access the filesystem, make use of specific libraries such as Lapack or BLAS,
etc. In order to quickly come up with a scalable language, the easiest strategy consists in
embedding the target language in a host language. Indeed, a quantum programming language
can be seen a domain-specific language (DSL), and it can be built over a regular language.
One can then rely on the possibly well-maintained and optimized compiler or interpreter of
the host language.

If the advantages of working inside a host language are clear, there are two main draw-
backs, The first one is the potential rigidity of the host language: there might be constructs
natural to the DSL that are hardly realizable inside the host language. The second drawback
has to do with the compilation toolchain: the shallow embedding of the DSL makes it impos-
sible to access its abstract syntax tree (AST), therefore rendering its manipulation impossible.

EmbeddedQPLs. The first scalable embedded proposal is QuippeR [GLRSV13a; GLRSV13b].
Embedded in Haskell, it capitalizes onmonads to model the interaction with the quantum co-
processor. QuippeR’s monadic semantics is meant to be easily abstracted and reasoned over:
it is the subject of Section C.1.2. Since QuippeR, there has been a steady stream of embed-
ded quantum programming languages, often dedicated to a specific quantum coprocessor
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or attached to a specific vendor, and mostly in Python: QisKit [Qis] and ProjectQ [SHT18]
for IBM, CirQ for Google, Strawberry Fields [KIQBAW19] for Xanadu, PyQuil and Forest for
Rigetti [SCZ17], AQASM for Atos [Ato22], etc. From a language-design perspective, most of
these approaches make heavily use of Python objects to represent circuits and operations.
The focus is on usability and versatility more than safety and well-foundness.

Standalone QPLs. On the other side of the spectrum, quantum programming languages
have been designed as standalone languages, with their own parser, and therefore abstract
syntactic tree. Maybe the first proposed scalable language was Ömer’s QCL [Öme03]. Ömer
experimented several features such circuit-as-function, automatic inversion and oracle gen-
eration. However, due to its non-modular approach the language did not have successors.
Liqui|⟩ [WS14] and its sequel Q# [SGTA+18], developed by Microsoft are good example of an
attempt at building a standalone language while keeping a tight link with an existing pro-
gramming environment: Q# is based on the F# framework, making it possible to easily “use”
library function from within a Q# piece of code. On the other hand, Q# has his own syn-
tax and type system. This makes it possible to capture run-time errors specific to quantum
computation. ScaffCC [JPKH+15] is another example of a QPL with its dedicated parser. If
the language is rather low-level its compiler has been heavily optimized and experimented
over, and it serves as support for a long stream of research on quantum compiler optimiza-
tions [CFM17; LFSMC20]. The last noteworthy language to cite in series is Silq [BBGV20],
as it serves as a good interface with the next paragraph: aimed at capturing most of the best
practice in term of soundness and safety, it is nonetheless targeted toward usability.

C.1.2 Our Proposal: QUIPPER
This section is devoted to the presentation of the language QuippeR: a circuit-description
language based on the design principles described in Section C.1.1. QuippeR is an language
embedded in the host language Haskell and uses a monadic semantics to enforce the desired
operational semantics—that is, circuit construction. Section C.1.2.1 quickly presents what is
a monadic semantics and Section C.1.2.2 describes how QuippeR makes use of it.

C.1.2.1 Circuit Construction with a Monadic Approach
The solution devised by QuippeR consists in relying on a special language feature fromHaskell
called monad. A monad is a type operator encapsulating a side effect. Consider for instance
a probabilistic side effect. The monad is regarded as a type operator, e.g. P. There are two
classes of terms: terms without side-effect, with types e.g. Bool, or Int, and terms with side-
effect, with types e.g. P(Bool), standing for “term evaluating to a boolean, possibly with a
probabilistic effect”, or P(Int). The operator P(-) captures the probabilistic side effect.

A monad comes with two standard maps: return regards a value as a “term with a (trivial)
side-effect”, and eval, for applying a function to a effectful term. For P we would have

return ∶∶ a → P(a) eval ∶∶ (a → P(b)) → P(a) → P(b)

A few equations have to be satisfied by return and eval for them to describe a monad. For
instance, eval return is the identity on P(a). There can of course be more operations: for
instance, we can add to the signature of P an operator coin of type () -> P(Bool), whose
semantics would be to return tt or ff with equal probability.2.

A nice property of monads is that effectful operations can be written with syntactic sugar
in an imperative style, as follows.

2In Haskell, the unit type is denoted with ().
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1 do

2 x <- coin ()

3 if x then return 0 else return 1

The program above is of type Int and is equal to

eval (𝜆 x.if x then return 0 else return 1) (coin ())

once the syntactic sugar has been removed.
Following this approach, quantum computation can be understood as a side-effect: it com-

bines both (1) read/write effect, since gates are sent to the coprocessor, and results of measure-
ments are received; (2) Probabilistic effects, since measurements is a probabilistic operation.
The first attempt at formalizing this monad is Green’s quantum IO monad [AG09]: it has then
been further developed in QuippeR [GLRSV13b], subject of Section C.1.2.2.

C.1.2.2 Design principles for QUIPPER
QuippeR is built as an embedded language in Haskell. It makes heavy use of Haskell’s type
classes [WB89] and type families [KJS10] to enhance parametricity. Monads freely comes
in Haskell as a particular type class. As discussed in Section C.1.2.1, QuippeR’s operational
semantics relies on a specific monad encapsulating circuit construction: the Circ monad. The
interaction with the coprocessor can be modeled with an I/O interface: gates are emitted,
while branching occurs following a read operation. The Circ monad is then based on an
inductive construction akin to the following.

1 data CircIO a =

2 Empty a

3 | Unit Gate

4 | Meas (Bool -> CircIO a)

Circuits in QuippeR features wires of type Qubit and Bit —i.e. bit-wires resulting from a
measure. The signature of the Circ monad includes the following operations.

1 qinit :: Bool -> Circ(Qubit)

2 measure :: Qubit -> Circ(Bit)

3 dynamic_lift :: Bit -> Circ(Bool)

4 had :: Qubit -> Circ(Qubit)

The coin-toss of Section C.1.2.1 can be written as

1 coin () = do

2 q <- qinit True

3 q' <- had q

4 r <- measure q'

5 dynamic_lift r

The function coin is of type () -> Circ(Bool): running coin will merely generate a computa-
tion —a circuit to be executed— waiting to be executed.

Thanks to the monadic encapsulation, circuits can be manipulated withing Haskell. For
instance, inversion and control can be coded in Haskell as circuit combinators with the fol-
lowing types.

25



Chapter C Quantum Compilation

1 inverse :: (a -> Circ b) -> (b -> Circ a)

2 control :: (a -> Circ b) -> ((a,Qubit) -> Circ (b,Qubit))

One can also define operators to interact with circuits, such as

1 count :: (Circ a) -> Int

2 simulate :: (Circ [Qubit]) -> Prob [Bool]

where count returns the number of gates in the circuit, and simulate classically emulate the
input circuit followed with a measurement and returns the probability distribution.

The strength of Haskell’s monadic approach is the ability to capture parametric families of
circuits within the framework. For instance, a tower 𝐻⊗𝑛 of Hadamard gates (parameterized
by 𝑛) can be defined as

1 mapM hadamard :: [Qubit] -> Circ [Qubit]

where [Qubit] stands for the type of list of qubits. When fed with one specific list of qubit,
the program generates the corresponding circuit. This program is then indeed the description
of a family of circuits.

C.1.3 Use-Case: Logical Resource Estimation of the QLS Algorithm
In this section, we present one of the concrete application of the language QuippeR: the first
complete logical resource estimation for one particular, concrete algorithm.

Indeed, before 2013, quantum algorithms were still theoretical apparatuses meant to study
the inherent asymptotic complexity of problems. While moving towards concrete use-cases,
one of the problem that arises is the discrepancy between the theoretical efficiency of an
algorithm and its particular implementation on a concrete problem instance. In particular, as
a quantum algorithm builds a circuit, what is the size of this circuit, provided a given problem
instance?

In a journal publication [SVMABC17], we perform a logical resource estimation for the
quantum linear system problem (QLS), for solving linear systems of equations. If the original
algorithm has been layed out by Harrow, Hassidim, and Lloyd [HHL09]—thus the common
name for the algorithm: HHL—the algorithm went through several refinements: first by Am-
bainis [Amb12] and then by Clader et al. [CJS13]. The latter was the focus of the work that
was analyzed in the journal publication [SVMABC17].

Statement of the Problem TheQLS algorithm aims at solving a system of linear equations
of the form𝐴𝑥 = �⃗�, where𝐴 is a Hermitian𝑁 ×𝑁 matrix of complex numbers, �⃗� is aℂ-vectors
of dimension 𝑁 , and 𝑥 is the unknown vector. Solving the equation morally corresponds to
inverting 𝐻 .

The basic idea of the QLS algorithm is the following. Provided that 𝜆𝑖 and 𝑢𝑖 are respec-
tively the eigenvalues and eigenvectors of 𝐴, with suitable side conditions the solution of the
equation is simply

𝑥 =
𝑁
∑
𝑖=1

𝛽𝑖
𝜆𝑖
𝑢𝑖.

The algorithm then relies on several non-trivial pieces: the Quantum Phase Estimation (QPE)
to retrieve the 𝜆𝑖’s; oracles for 𝐴, �⃗� and the inversion; an Hamiltonian simulation [BACS07]
to build a circuit for 𝑒𝑖𝑡𝐴.
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Summary of the Complexity Analysis. The original QLS algorithm and its subsequent
refinements [HHL09; Amb12; CJS13] leave aside the implementation details and only focus
on the general asymptotic complexity of the algorithm. It uses several parameters of the
problem instance: the size 𝑁 of the matrix ; the maximal error allowed 𝜀 ; the sparseness 𝑑
of the matrix 𝐴, that is, the maximum number of non-zero entries per row and column ; the
condition number 𝜅, defined as the ratio between the largest and smallest eigenvalues of 𝐴.
The smaller 𝜅 is, the closer it is to be invertible: 𝜅 gives an information on the stability of the
solution 𝑥 .

That being said, the best known classical algorithm for solving linear systems of equa-
tions are based on the conjugate gradient method [She94; Saa03], and they have a run-time
complexity of 𝑂(𝑁𝑑𝜅 log(1/𝜀)). By contrast, the HHL algorithm [HHL09] attains

𝑂(𝜅2𝑑2 log(𝑁 )/𝜀) (C.1)

(where𝑂(−) suppressesmore slowly growing terms compared to𝑂(−)). Provided that thema-
trix is well-conditioned and sparse enough, we theoretically get an exponential improvement
over the classical algorithm. The improvement proposed by Clader et al. [CJS13] provides a
complexity

𝑂(𝜅𝑑7 log(𝑁 )/𝜀2). (C.2)

For very sparse matrices, this algorithm is likely to beat the original HHL algorithm.
However, all of these “big-O” complexities are blind to the structure of the concrete de-

scription of the matrix 𝐴 and of the vector �⃗�: they do not help with logical resource estimates
for concrete problem instances.

Logical Resource Estimation for a Problem Instance. In the project QCS—and the re-
sulting paper [SVMABC17]—we applied the the QLS algorithm to a linear system of equation
coming from the discretization ofMaxwell’s equations using the finite-elementmethod (FEM),
to determine the electromagnetic scattering cross-section of a specified target object [CJV93].
FEM tends to generate sparse matrices, one of the conditions for the QLS algorithm.

To decide on the size𝑁 of the matrix, using the big-O estimates, we came to𝑁 ∼ 4⋅107 as
the “cross-over point” at which the quantum algorithmwould beat the classical algorithm. We
chose the somewhat larger value 𝑁 = 332, 020, 680 to stay on the safe side: it is reasonable
to expect such a problem size to be hardly tractable classically. The oracles for 𝐴 and �⃗� can be
derived from the problem instance. Their description is classical: see e.g. Fig. C.4 for a piece
of the specification of the oracle 𝑟 , coded in Haskell. Note in particular how this requires
high-level libraries such as trigonometric functions.

Discussion For the chosen problem instance, the other parameters governing the complex-
ity yield 𝑑 = 7, 𝜅 = 104 and 𝜀 = 0.01. The logical resource estimation for 𝑁 = 332, 020, 680
is shown in [SVMABC17, Table 2, p. 42]: the circuit generated by the algorithm consists of
2.37 ⋅1029 elementary gates amongst𝐻, 𝑇 , 𝑆, 𝑋 , 𝑍 and CNOT, and 3 ⋅108 total qubits (most of
them being ancillas required for the oracles). Not counting the oracles, the number of gates
falls to 3.34⋅1025 with only 281 qubits. The bottom line is that a big-O resource estimate is not
enough for deciding on the usability of a particular quantum algorithm. Another conclusion
is that optimizations techniques are going to be an essential tool in a quantum compilation
toolchain.

The analysis performed in [SVMABC17] was novel at the time: it was the first concrete
analysis of the resources needed to run a quantum algorithm, without relying on “big-O”
estimates. Since the coding of the QLS algorithm in QuippeR there has been a steady stream
of research on Hamiltonian simulation, see e.g. [BCCKS14; BCK15; Low19].
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1 calcRweights y nx ny lx ly k theta phi =

2 let (xc',yc') = edgetoxy y nx ny in

3 let xc = (xc'-1.0)*lx - ((fromIntegral nx)-1.0)*lx/2.0 in

4 let yc = (yc'-1.0)*ly - ((fromIntegral ny)-1.0)*ly/2.0 in

5 let (xg,yg) = itoxy y nx ny in

6 if (xg == nx) then

7 let i = (mkPolar ly (k*xc*(cos phi)))*

8 (mkPolar 1.0 (k*yc*(sin phi)))*

9 ((sinc (k*ly*(sin phi)/2.0)) :+ 0.0) in

10 let r = ( cos(phi) :+ k*lx )*((cos (theta - phi))/lx :+ 0.0) in i * r

11 else if (xg==2*nx-1) then

12 let i = (mkPolar ly (k*xc*cos(phi)))*

13 (mkPolar 1.0 (k*yc*sin(phi)))*

14 ((sinc (k*ly*sin(phi)/2.0)) :+ 0.0) in

15 let r = ( cos(phi) :+ (- k*lx))*((cos (theta - phi))/lx :+ 0.0) in i * r

16 else if ( (yg==1) && (xg<nx) ) then

17 let i = (mkPolar lx (k*yc*sin(phi)))*

18 (mkPolar 1.0 (k*xc*cos(phi)))*

19 ((sinc (k*lx*(cos phi)/2.0)) :+ 0.0) in

20 let r = ( (- sin phi) :+ k*ly )*((cos(theta - phi))/ly :+ 0.0) in i * r

21 else if ( (yg==ny) && (xg<nx) ) then

22 let i = (mkPolar lx (k*yc*sin(phi)))*

23 (mkPolar 1.0 (k*xc*cos(phi)))*

24 ((sinc (k*lx*(cos phi)/2.0)) :+ 0.0) in

25 let r = ( (- sin phi) :+ (- k*ly) )*((cos(theta - phi)/ly) :+ 0.0) in i * r

26 else 0.0 :+ 0.0

Figure C.4: Part of the specification of the 𝑟 oracle

C.2 Circuit Synthesis and Optimization
A quantum circuit serves two purposes. First of all, it serves as the description of a linear
operation on the memory state space. Furthermore, it gives a procedure to implement this
linear map, with informations on the resources required to realize it.

Along the description of a quantum circuit, some subcircuits might only be specified by
the linear map they implement. The designers of the quantum algorithm relies on an external
authority to attest that the corresponding subcircuit is indeed realizable within the required
framework, and leaves the generation of the quantum circuit to an hypothetical compiler.

Circuit synthesis tools are therefore crucial tools for a quantum compilation toolchain.
This section explores three cases. Section C.2.1 considers the problem of synthesizing oracles.
A typical oracle is given as a classical description such as the structure of a graph to explore
or an arithmetic operation to perform. The section presents the solution we implemented
for QuippeR, automatically turning a classical code into a reversible circuit. Section C.2.2
focuses on the synthesis of circuits corresponding to linear maps given as matrices of complex
numbers. We present two solutions based on numerical techniques to answer the problem,
and discuss the sizes of the generated circuits. Finally, Section C.2.3 sketches our contribution
for circuit generation out of a ZX description, in an hybrid quantum and classical setting.

Section C.2.1 is devoted to my contribution on automatic generation in QuippeR for
the QLS algorithm, to be able to handle the oracle of Figure C.4. Section C.2.2 presents
works stemming out of the Ph.D supervision of Timothée Goubault de Brugière,
CIFRE co-supervised by Marc Baboulin (LRI) and Cyril Allouche (Atos). Section C.2.3
discusses results from the Ph.D of Agustin Borgna, co-supervised with Simon Perdrix
(LORIA, Nancy).
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C.2.1 Circuit Synthesis from Oracle Specification
My first contribution to the field of circuit synthesis consists in the development of an auto-
mated procedure to translate a functional program working with Boolean values to a circuit
realizing the same computation. Written in Haskell using Template Haskell [TempHask], the
tool inputs a Haskell, first-order function and produces an object in the Circ monad, encap-
sulating a circuit realizing the input function. The tool is one of the libraries available with
QuippeR, and it has been extensively used for the oracle of the QLS algorithm, as discussed in
Section C.1.3. In particular, it was what made it possible to realize the trigonometric functions
using fixed-point real numbers (see e.g. Figure C.4).

The tool makes heavy use of Haskell’s monad feature. I developed the formalism in a
publication [Val16]: This section is devoted to its presentation.

Irreversible to Reversible Computation The study of reversible computation and how it
relate to irreversible computation has been a subject of research since the 1960s. Landauer
[Lan61] follows a trend of research discussing how irreversible computation dissipates energy
(and heat) and how reversible computation could be a way to reduce computational energy
consumption. In the following years, several models of reversible computation have been
proposed: reversible Turing machines [Ben73], reversible cellular automata [Moo62; Tof77;
Dur02], reversible boolean circuits [Tof80b], billiard ball models [FT82], etc. Various concrete,
physical reversible processors have also been proposed in the literature, aiming at being more
efficient than their irreversible counterparts [Hal92; Fra99]. The interest for the subject has
not declined [Ben00; Ada02; FBCH+20], as for instance shown by the recent ICT COST Action
IC1405 [IC1405] and the series of conferences on reversible computation [RC21].

Although the two subjects steam from distinct origins, reversible computation has seen
an unexpected use in quantum computation. Indeed, as discussed in Section C.1.1 one of the
necessary building block of quantum algorithms is oracles: unitary maps realizing classical,
irreversible computations. As a unitary map is first and foremost a reversible operation, all
of the machinery developed for reversible computation can be used for oracle synthesis. And
indeed, in the literature most of the complexity analysis of quantum algorithm relies on the
seminal papers of Fredkin, Toffoli and Bennett [Ben73; Tof80b; FT82] to assert the existence
of efficient oracle synthesis.

Fredkin and Toffoli [Tof80b; FT82] were amongst the first ones to state the problem of
reversible computation using a circuit formalism. Within this framework, they they integrate
the so-called Landauer’s embedding with Bennett’s trick to turn a classical, irreversible function

𝑓 ∶ bit𝑛 → bit𝑚

to a reversible circuit in the shape of the oracle shown in Figure B.3, computing

𝑓 ∶ bit𝑛 × bit𝑟 × bit𝑚 → bit𝑛 × bit𝑟 × bit𝑚
(𝑥, 0⃗, 𝑦) ↦ (𝑥, 0⃗, 𝑦 ⊕ 𝑓 (𝑥)). (C.3)

Recall that ⊕ stands for bitwise XOR boolean gate. Provided that the function 𝑓 is described
by a (boolean) formula, Toffoli shows that the function 𝑓 can be realized by a circuit of linear
size compared to the number of logical gates in the description of 𝑓 . The register of 𝑟 bits in
the middle is used for storing intermediate results, and the computation set it back to 0⃗ when
done.

The idea consists in using Bennett’s trick [Ben73] to first build a (reversible) circuit 𝑓
computing the Landauer embedding of 𝑓

𝑓 ∶ bit𝑛 × bit𝑟 × bit𝑚 → bit𝑛 × bit𝑟 × bit𝑚
(𝑥, 0⃗, 0⃗) ↦ (𝑥, garbage, 𝑓 (𝑥))
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in a compositional manner. Note that compared to Eq. (C.3), the middle register is not cleaned
after used, rendering the computation irreversible if we were to throw away the garbage.
However, as discussed below the map 𝑓 is only built from reversible components: one can
recover the map 𝑓 of Eq (C.3) using the construction shown in Figure C.5.

𝑥

𝑦

0’s

𝑥

𝑦 ⊕𝑓 (𝑥)

0’s𝑓

𝑥

0⃗
0’s

𝑥

𝑓 (𝑥)

garbage𝑓

𝑦

𝑥

0⃗
0’s𝑓 −1

𝑦 ⊕ 𝑓 (𝑥)

≜

Figure C.5: Bennett’s trick
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0’s overall
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Landauer embeddings 0̂ and 1̂

Landauer embedding ¬̂

Landauer embedding ∧̂
Landauer embedding 𝑔 ∘ 𝑓

Figure C.6: Landauer embeddings of elementary logical blocks

To understand how to compositionally build 𝑓 , assume that𝑚 = 1, and that 𝑓 is built from
boolean constants, conjunction (∧), negation (¬), and composition thereof. The corresponding
Landauer embeddings are shown in Fig. C.6, and the embedding of the function (𝑥, 𝑦) ↦
¬((¬𝑥) ∧ (¬𝑦)) is presented in Figure C.7a. Although it gives a verbose circuit —see the
equivalent, shorter circuit in Figure C.7b— it is efficient in the sense that the size of the circuit
is linear on the size of the formula: each dashed sub-circuit corresponds to one logical operator.

𝑥
𝑦

0
0

0
0

𝑥
𝑦

¬𝑥
¬𝑦

¬𝑥 ∧ ¬𝑦
¬(¬𝑥 ∧ ¬𝑦)

inputs

garbage

output

(a) Landauer embeddings

𝑥
𝑦

𝑥
𝑦

0 ¬(¬𝑥 ⊕ ¬𝑦)
(b) Direct implementation

Figure C.7: Circuits for (𝑥, 𝑦) ↦ ¬((¬𝑥) ∧ (¬𝑦))

Formalization of the Specification Language. The compositional procedure presented
above can be formalized and generalized to higher-order functions, with the use of a monad
to store the circuit in construction. For sake of conciseness, in the following, we present a
representative subset of the language described in [Val16] —we invite the reader to consult
the original paper for details.
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The idea consists in considering a simply-typed lambda calculus with Boolean values, and
in relating two possible operational semantics for it. One semantics is the usual one, where a
term of Boolean type rewrite to a Boolean value. The other one is instead a partial evaluation
strategy, where the operations to perform are stored in a circuit: the circuit to be evaluated.

If the language is denoted with Λbool, we can consider for instance the definition of terms
and types as

𝑀,𝑁 ∶∶= 𝑥 | 𝜆𝑥.𝑀 | 𝑀𝑁 | tt | ff | not | and,
𝐴, 𝐵 ∶∶= bool | 𝐴 → 𝐵.

The language in [Val16] also contains lists, pairing, if-then-else and fixpoints, but these con-
structs do not need a substantially different approach. In any case, typing judgment are stan-
dard: they consist of a typing context , i.e. a set of typed variables Δ = 𝑥1 ∶ 𝐴1, … , 𝑥𝑛 ∶ 𝐴𝑛 ,
and a term 𝑀 of type 𝐴, written Δ ⊢ 𝑀 ∶ 𝐴. The typing rules for typing derivations
describing valid typing judgments are as expected: the conjunction is for instance typed as
and ∶ bool → bool → bool.

The first operational semantics is a standard call-by-value reduction strategy: we define
values 𝑉 ,𝑊 and application contexts 𝑆[−] as usual, and we for instance have the rule stating
that 𝑆[(𝜆𝑥.𝑀)𝑉 ] →𝛽 𝑆[𝑀{𝑥 ∶= 𝑉 }] and that 𝑆[(and ff) tt] →𝛽 𝑆[ff]. The second operational
semantics consists in a partial evaluation: instead of evaluating not and and, the semantics
“stores” the operations to be performed inside a (reversible) circuit. The semantics is therefore
based on an abstract machine of the form

⎛
⎜⎜
⎝

x1

xn

x1

xnxn+1

xm

C , 𝑀
⎞
⎟⎟
⎠

(C.4)

where 𝐶 is a reversible circuit consisting in wire initializations, NOT, CNOT and Toffoli gates,
andwhere the free variables of𝑀 are within {𝑥1, ⋯ , 𝑥𝑚}. For the detailed definition of circuits,
we refer the reader to [Val16]. The rule for and is for instance shown in Figure C.8, where 𝑧 is
a fresh variable.

⎛
⎜
⎜
⎝

C
xi

xj

, 𝑆[and 𝑥𝑖 𝑥𝑗]
⎞
⎟
⎟
⎠

→
⎛
⎜
⎜
⎜
⎝

C

0

xi

xj

z

, 𝑆[𝑧]
⎞
⎟
⎟
⎟
⎠

Figure C.8: Rule for and in the monadic semantics

The two semantics feature usual safety properties, and they coincide [Val16, Th. 17]: the
circuit generated from the partial evaluation of a lambda-term 𝑀 realizes the function de-
scribed by 𝑀 . Fro instance, the (non-closed) term

𝑥 ∶ bool, 𝑦 ∶ bool ⊢ (𝜆𝑓 .𝑓 (and (𝑓 𝑥) (𝑓 𝑦))) not ∶ bool

reduces to the circuit shown in Figure C.7a.

Automated Oracle Synthesis as Monadic Lifting. The language Λbool and the two se-
mantics can be extended with pairs, coproducts, lists, fixpoints and tests — see [Val16]. To-
gether with these extensions, one can internalize the definition of circuit within the language
Λbool itself. The abstract-machine semantics can then be simulated inside Λbool using a
generic monadic lifting, close to what was proposed in [SGLH11]. It is the transposition of
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Haskell’s monads to our language Λbool —and of the strategy used in QuippeR for automatic
oracle synthesis. The main characteristic of the reversible abstract-machine is to change the
operational behavior of the type bool: the terms tt, ff and of the inline Boolean combina-
tors do not reduce as regular lambda-terms. Instead, they trigger a side-effect, which can be
simulated within a suitable monad.

The main strength of this approach—and its instantiation with Template Haskell in Quip-
per—is to allow the parametric description of families of circuits. Indeed, in QuippeR, a program
of type [Bool] ->[Bool] is lifted to [Qubit] -> Circ [Qubit]: the resulting code generates a
circuit whose shape depends on the size of the input list. The circuit is provably equivalent
to its specification: the classical program being lifted. Such an approach was—and to this day
still is—novel.

Discussion of Other Approaches. In the literature, the design of a reversible circuit from
the description of a conventional function has conventionally been approached through its
truth table or properties thereof. Several methods have been designed to generate compact
circuits, although only for fixed-size circuits. It would be interesting to see how to merge the
two approaches.

One can for instance consider local, peep-hole optimizations based on templates [MDM03;
MDM05; SM13], or rely on SAT solvers [HMSM18]. Standard classical synthesis techniques
based on BDD [WD10], on LUT mapper [MSRM19] or on ESOP and Reed-Muller techniques
[GAJ06; FTR07; MWD09] have been used with some success. Some approaches such as
QMDDs —quantum versions of binary decision diagrams— have also been considered and
shown rather efficient [ZW17]. At a high-level approach, one could also make use of efficient
libraries of reversible circuits for arithmetic operations [VBE96; TK05; DKRS06; TK08; WR16;
RG17; Mog19] or real analysis [NTR11; WK13; NV14; SRWD17; HRS18; HSRS18].

However, if these techniques make it possible to write reversible functions with arbitrary
truth tables [WGTDD08], they do not usually scale well with the size of input [HMSM18].

Synthesis of reversible circuits can be seen as a small branch of the vast area of hardware
synthesis. In general, hardware synthesis can be structural (description of the structure of the
circuit) or behavioral (description of algorithm to encode). In this context, Bennett’s Pebble
game [Ben89; LS90] have been used with success to optimize the width and depth of circuits
[ARS17; BSDCM19]. Functional programming languages have been used for both structural
and behavioral descriptions. On the more structural side one finds Lava [Cla01], BlueSpec
[Nik04], functional netlists [PKI08], etc. On the behavioral side we have the Geometry of
Synthesis [Ghi12], Esterel [Ber00], ForSyDe [SJA17], etc. Two proposals sitting in between
structural and behavioral approaches are worth mentioning. First, the imperative, reversible
synthesis language SyRec [WOD10], specialized for reversible circuits. Then, Thomsen’s pro-
posal [Tho12], allowing to represent a circuit in a functional manner, highlighting the behavior
of the circuit out of its structure.

On the logic side, Geometry of Interaction [Gir89; Gir90; Mac94; Gir95a; Mac95; Gir03;
Ghi07] is a framework that can be adapted to turn functional programs into reversible compu-
tation [DR99; Abr05], using the idea of turning a typing derivation into a reversible automaton.
There have also been attempts to design reversible abstract machines and to compile regu-
lar programs into reversible computation, e.g. a reversible version of the SEMCD machine
[Klu99]. More recently, the compiler REVS [PRS17] aims at compiling conventional compu-
tation into reversible circuits.

Monadic semantics for representing circuits is something relatively common, specially
among the DSL community: apart from QuippeR discussed in Section C.1.2, one can name
Lava [Cla01], Fe-Si [BC13], etc. Other approaches use more sophisticated constructions, with
type systems based on arrows [JS12b] in order to capture reversibility: these approaches point
towards full-fledged reversible programming languages, discussed in Section E.3.1.
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Method CNOT count Rotation count Flops

QSD 23/48 × 4𝑛 9/8 × 4𝑛 19 × 8𝑛
Householder 2 × 4𝑛 2 × 4𝑛 2/3 × 8𝑛
Lower Bound 1/4 × 4𝑛 4𝑛 (unavailable)

Table C.9: Asymptotic counts for QSD and Householder decomposition

C.2.2 Circuit Synthesis from General Unitary Matrices
In the very general case, a unitary on 𝑛 quantum bits is characterized by a matrix consisting
of (2𝑛)2 complex numbers. Since the matrix is unitary, the number of parameters is slightly
smaller than 4𝑛 : it is however still very much exponential on the number of qubits.

In the case of an intentional description, such as a formula or a program, this description
might reduce the number of degrees of freedom of the problem and a quantum circuit of
polynomial size on the number of qubits might be obtained (as e.g. in the case presented in
Section C.2.1). However, for a given gate set on 1 and 2 wires, if the matrix is only given in
term of its (complex) coefficients, in general the size of a quantum circuit corresponding to
the matrix is bound to be exponential.

One question that can however nonetheless be posed is how to get a circuit out of this
array-based description, and how to obtain it in an as efficient as possible way. In this section,
we describe two results we obtained, together withMarc Baboulin, our Ph.D student Timothée
Goubault de Brugière, and Cyril Allouche [BBVA19; Bru20; BBVA20].

Circuit Synthesis via Householder Transformations An operator acting on 𝑛 qubits is
represented by a matrix of size 2𝑛 × 2𝑛 . Generating a circuit from an arbitrary matrix is a
problem that scales exponentially in 𝑛 in general, and the problem of finding the smallest pos-
sible circuit for a particular operator remains challenging: Knill [Kni95] asserts the necessity
of an exponential number of gates. If several decomposition techniques have been developed
[RZBB94; BBCD+95; Cyb01; MV06; SBM06], in all of them the resulting number of gates
however still lies within a factor of 2 of the theoretical lower bound [BM04].

In [BBVA20], the circuit synthesis problem is analyzed with a focus on both the size of the
generated circuit and the time needed to generate it [AMMR13; MM16; HC18; NRSCM18].
We rely on a Householder decomposition of the matrix to construct the circuit.

In general, the Householder decomposition of any matrix 𝐴 is of the form 𝑄𝑅, where 𝑄
is a unitary and 𝑅 is upper triangular. 𝑄 is obtained iteratively by zero-ing out 𝐴 column by
column, applying Householder transformations of the form

𝐻𝑘 = 𝐼𝑘 − 𝑎𝑘 ⋅ |𝑢𝑘⟩ ⟨𝑢𝑘 |
for a well-chosen scalar 𝑎𝑘 and vector |𝑢𝑘⟩. At the end of the procedure, 𝑄 consists in the
product of the 𝐻𝑘 ’s. If 𝐴 is already unitary the matrix 𝑅 is trivial, giving us a decomposition
of 𝐴 into product of 𝐻𝑘 ’s

Thanks to the specific structure of unitary matrices, one can derive a significant theo-
retical and practical speedup for this specific QR algorithm compared to the unmodified QR
routine and the usual technique for quantum circuit synthesis based on the quantum Shannon
decomposition (QSD) [SBM06].

From a Householder decomposition, we then propose a circuit synthesis procedure based
on CNOT gates and rotations. The asymptotic counts [BBVA20, Tab.2 and Tab.3] are summa-
rized in Table C.9. Overall, this technique turns out to be faster than the QSD-based method,
although it provides circuits twice as large. One of the interest of this work is to highlight the
tread-off in circuit synthesis: reducing the circuit size renders circuit generation more costly.

Circuit Synthesis with Gradient Descent. The focus of [BBVA19] is the question of the
synthesis of trapped-ions quantum circuits. The generic structure of such circuits is a sequence
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Figure C.10: Topology of trapped-ions quantum circuits

𝑅𝑥 (𝜃2) 𝑅𝑦 (𝜃3) 𝑅𝑧(𝜃4)

𝑅𝑧(𝜃1)

Figure C.11: Example of parameterized circuit

of layers of the form shown in Figure C.10. The gates 𝑅𝑧 are each parameterized by a different
angle, while the gates MS are the entangling Mølmer–Sørensen gate [MS99] defined by

MS(𝜃) ≜ 𝑒𝑖𝜃(∑𝑛
𝑖=1 𝜎 𝑖𝑋 )2/4,

with 𝜎 𝑖𝑋 the operator 𝑋 applied to the 𝑖-th qubit.
The question is then: for a given unitary, how many layers are needed, and, for each layer,

what parameters to choose for the MS gate and the 𝑅𝑧 gates? The paper [BBVA19] offers two
answers: a theoretical lower bound and an experimental analysis of its optimality.

For the theoretical lower bounds, we build on a previous approach [SMB04], proposing a
such lower bound in the case of circuits built from {SU(2),CNOT}. The idea is to count the
number of degrees of freedom in a quantum circuit with a fixed topology and to show that
this number has to exceed a certain threshold to be sure that an exact synthesis is possible
for any operator.

Consider for instance the circuit given in Figure C.11. It can be understood as a topology
with at most 4 degrees of freedom (one for each rotation). Giving precise angles to the ro-
tations is an instantiation of the topology. As a consequence, in general a topology with 𝑘
degrees of freedom can be seen as a smooth function 𝑓 ∶ ℝ𝑘 → U(2𝑛) mapping the values of
angles to the space of unitary matrices of size 2𝑛 . We are interested in the image of the func-
tion 𝑓 . If for any operator 𝑈 on 𝑛 qubits there exists a vector of angles 𝜃 such that 𝑓 (𝜃) = 𝑈 ,
then we say that the topology is universal.

The contribution of [BBVA19] consists in deriving a lower bound on the number of layers
required for trapped-ions circuits of the shape shown in Figure C.10, using a similar reasoning.
The result is that, to be universal, a topology must in fact have at least

⎡⎢⎢
2𝑛+1 − 2𝑛 − 2

2𝑛 + 1
⎤⎥⎥

layers of MS gates.
In order to address the problem of the tightness of the bound, we rely on a numerical

method: The BFGS algorithm [NW06] (named after Broyden [Bro70], Fletcher [Fle70], Gold-
farb [Gol70] and Shanno [Sha70]). If using heuristics or classical optimization methods to
synthesize circuits had already been tried before [MMNSB16; ABIMBK19], numerical meth-
ods had however never been used to estimate the minimum quantum resources required to
synthesize a quantum circuit.
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Figure C.12: 4-qubits Quantum circuit synthesis problem [BBVA19].

If the paper [BBVA19] discusses the results in details, here we only want to discuss the
benchmark reproduced in Figure C.12. The plot is realized as follows. One picks topologies
with increasing numbers of layers. For each topology, one picks 50 random unitary matrices
on 4 qubits, and the optimization process is run. The resulting plot is the obtained number of
iterations and the synthesis error.

First, one can note that the error decreases exponentially with the number of MS gates:
this is explained by the fact that the more layers, the larger is the number of matrices that
can be reached. The interesting curve is the number of iterations required for convergence:
as the number of layers augment, so does the number of required iteration for convergence,
until the vertical red line. This line represents… the theoretical lower bound. After this point,
the number of iterations sharply decreases.

The behavior of the curve corresponding to the number of iterations is a good indication
that the theoretical lower bound is indeed tight: after this point, converging becomes easier
and easier as we have more degrees of freedom than necessary.

C.2.3 Circuit Synthesis from ZX Specification
Quantum—and reversible— circuits are not the only graphical language for representing quan-
tum computation. In the late 2000’s, the ZX calculus of Section B.1.5 has turned into popular
alternative representation of quantum circuit [CD08; CD11; CK17]. This formal diagram-
matic language presents with a more granular representation than quantum circuits has been
successfully used in applications such as MBQC [DP10; Dun13], topological quantum compu-
tation [Hor11], Lattice-code surgery [BH20] and Pauli fusion [BDHP19], as well as for circuit
simplification [DKPW20] and verification of QEC [CKRZH18] such as Steane [DL13] and
Color code [GD17].

Another strength of the ZX calculus is its versatility. One can for example find variants of
the ZX calculus [CJ20] such as the ZW calculus [Had15; Had17] or the ZH calculus aiming at
the fragment Toffoli+H [BK18]. But the ZX calculus can also easily be equipped with exten-
sions. One can for instance quote the SZX calculus, for reasoning on arrays of qubits [CHP19],
graphical calculi for qudits [Ran14] and qutrits [WB14; BW15; Wan17; TM22; WY22], and the
ZX⏚ calculus, for manipulating mixed states [CJPV19].
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Hybrid Quantum-Classical Synthesis from ZX⏚ Terms. In a paper co-authored with Si-
mon Perdrix and our Ph.D student Agustin Borgna [BPV21], we propose a circuit simplifica-
tion technique in the context of quantum and classical operations, using the ZX⏚-calculus.
This extension of the ZX-calculus adds a discarding generator—a “ground”, thus the symbol
“⏚”—to the diagrams. making it possible to represent operations interactingwith the classical
environment [CJPV19].

The novelty of our approach comes from the fact that common optimization strategies
focus solely on the purely quantum aspect of quantum computation [AMM14; HC18]. Intro-
duced by Duncan et al. [DKPW20], one of this optimization technique uses the ZX-calculus to
apply granular rewriting rules that ignore the boundaries of each quantum gate. Their rewrit-
ing steps preserve a diagram property called gFlow that is required for the final extraction of
the ZX diagrams into circuits. Duncan’s ZX optimization method was latter used by Kissinger
and van de Wetering [KW20] to reduce the number of T-gates in quantum circuits.

In [BPV21], we define the natural extension of the pure Clifford optimization algorithm
by Duncan et al. to hybrid quantum-classical circuits using the ZX⏚ calculus. Our circuit
optimization procedure forgets the difference between quantum and classical wires during
the simplification process, representing connections as a single type of edge. This allows it
to optimize the complete hybrid system as an homogeneous diagram, and results in similar
representations for operations that can be done either quantumly or classically. Generally, in
a physical quantum computer, the classical operations are simpler to implement than their
quantum counterparts, and quantum simulators can exploit the knowledge of which wires
carry classical data to simplify their operation. As such, it is beneficial to extract classical
gates in the resulting circuit where possible.

C.3 Specification and Verification of Quantum Programs
In classical programming, a common verification technique consists in testing and debugging
[Jr08]. In the case of quantum programs, this standard approach is hard to implement and
bound to be insufficient [HM19a; HM19b]. A first problem is the probabilistic nature of quan-
tum algorithms: although feasible [LZYDYX20], assertion testing is very intrusive, expensive
resource-wise, and limited in its expressiveness. A second, more fundamental problem comes
from the cost of running a quantum program. The cost can be monetary when running the
code on a physical machine, or resource-wise when emulating it, as emulation requires an
exponential quantity of classical resources. In short, we may simply not be able to afford to
perform hundreds of runs of a piece of code just for testing.

If testing and debugging may not be a viable solution, a wide range of formal verifica-
tion techniques [CW96] have been shown to be versatile tools for quantum computation,
amenable to many situations. Several recent experiments have successfully adapted known
formal methodologies to the quantum setting: Floyd–Hoare logics [Yin11; Unr19a; Unr19b;
Yin19], use of proof-assistants [BKN15; PRZ17; Ran18; RPLZ18; HRHLH21; HRHWH21], ab-
stract interpretation [Per08], model checking [GNP08; YLYF14; FHTZ15], equational theories
[Amy13; KZ15; Amy18; JPV18; Amy19; FD19], and deductive verification [CBBPV21].

Section C.3.1 discusses the difficulties regarding formal verification of quantum programs.
Section C.3.2 then presents Floyd-Hoare logic and the corresponding deductive verification
techniques. Finally, Sections C.3.3 and C.3.4 presents our contribution on deductive verifi-
cation of quantum programs. Section C.3.3 discusses a quantum Floyd-Hoare logic for first-
order quantum programs supporting recursive calls and measurements, while Section C.3.4
presents the deductive verification framework QbRicK, based on a recent, compact semantics
for quantum computation: sum-over-paths.
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C.3.1 Challenges for Quantum Formal Verification
Compared to classical computation, quantum computation raises a series of problems for
verification in general [CBLVVX21].

Hybrid, probabilistic model Quantum algorithms are not monolithic, linear processes: as
discussed in Section C.1.1, a quantum algorithm is a subtle interaction between a classical
computer and a quantum coprocessor, each having their own properties and control flow.
Validating the concrete implementation of a quantum algorithm requires a suitable semantics
for this hybrid model.

Furthermore, gathering classical data from the quantum memory is an inherently proba-
bilistic procedure. In a sense, quantum computation supersedes probabilistic computation: all
of the issues coming from the probabilistic settings also occur within quantum computation.

Limited resources A quantum algorithm describes logical quantum circuits without much
care for the available resources. However, in the current NISQ era [Pre18] memory is ex-
pensive, with hardware constraints such as limited connectivity. The number of coprocessor
cycle might also be limited in case of absent or limited error-correction: the evaluated circuit
therefore has to be kept under a certain depth [CBSNG19]. In the current state of the tech-
nique, adapting algorithms to the noise constraints can be challenging [GE21]. This makes
quantum coprocessor akin to embedded systems: there is a need for a fine-grained resource
management. If programming languages such as QuippeR [GLRSV13b] can help with resource
estimation, dedicated compilation tools have been developed to automate circuit optimization
and physical qubit layout [AMM14; PRS17; MSRH20; SDCSED20; HRHWH21].

Functional specifications A quantum algorithm comes with a functional specification de-
scribing its behavior. There are two kinds of functional specifications. On one hand, an in-
tentional specification considers the algorithm as an opaque instantiation of a mathematical
function, and only discusses the relationship between the input and the output of the algo-
rithm. Ying’s quantum Floyd–Hoare logic [Yin11; LZWY+19a] is a typical approach leaning
towards intentional presentations. On the other hand, an extentional specification “opens the
box” and also describes how the computation gets to the result. An extentional specification
might then for instance gives requirements on the size and shape of a circuit produced by
the algorithm. Approaches for extentional presentations typically use dependent type sys-
tems [PPZ19] or embeds into program verification tools such as Coq [PRZ17; HRHWH21] or
Why3 [FP13; CBBPV21].

Compilation Toolchain As discussed in Section C.1.1, a quantum program is not only the
description of one quantum circuit: at a minimum it describes a family of quantum circuits,
parameterized by the problem instance. A specification concerns this family —a versatile ver-
ification tool should be able to handle parametricity.

Furthermore, along the compilation process the generated (families of) circuits are trans-
formed and optimized according to various constraints coming from the errormodel, the hard-
ware connectivity, the cost of each gates, etc. In general, these transformations also need to
be validated: they should not modify the semantics of the circuit. This semantics in general
involves linear algebra: the validation tools should therefore handle [CBBPV21; HRHWH21],
or restrict to subsets such as reversible circuits [PRS17].

C.3.2 Floyd–Hoare Logic and Deductive Verification
Deductive program verification is probably the oldest formal method technique, dating back
to Floyd and Hoare in the 1960’s [Flo67; Hoa69]. In this approach —the so-called Floyd–
Hoare logic— a piece of code 𝐶 is annotated with a logical contract [Mey92] consisting of a
pre-condition 𝑃 and a post-condition 𝑄. The tuple {𝑃}𝐶{𝑄} is valid if whenever 𝑃 is true,
executing the code 𝐶 makes the post-condition 𝑄 valid.
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If one of the parameter of a Floyd–Hoare logic is the programming language, the other
parameter is the chosen logic. The objective is to allow for a logic as expressive as possible,
while being able to give complete set of syntactic deduction rules together with an algorithm
as efficient as possible for inferring a valid proof of a contract. The seminal works underlying
the whole development of the field are Dijkstra’s algorithm for weakest precondition inference
[Dij76] and Burstall’s proposal for the addition of intermittent assertions [Bur74].

The weakest precondition inference algorithm is at the core of the automation permit-
ted by deductive verification based on Floyd–Hoare logic. Consider the rule for sequential
composition:

{𝑃}𝐶1{𝑄} {𝑄}𝐶2{𝑅}
{𝑃}𝐶1; 𝐶2{𝑅}. (C.5)

It states that for 𝑅 to be a valid-postcondition for the program 𝐶1; 𝐶2 under the pre-condition
𝑃 , one simply has to find 𝑄 that is both pre-condition for 𝐶2 and post-condition for 𝐶1. Di-
jkstra’s algorithm automates the discovery of a most-general pre-condition wp(𝐹 , 𝐶) for a
code 𝐶 with post-condition 𝐹 . Rule (C.5) dictates that one can pick 𝑄 to be wp(𝑄, 𝐶2). The
weakest pre-condition for 𝐶1; 𝐶2 then becomes wp(wp(𝑄, 𝐶2), 𝐶1). To recover {𝑃}𝐶1; 𝐶2{𝑅}, a
proof obligation is generated:

wp(wp(𝑄, 𝐶2), 𝐶1) ⇒ 𝑃.
This formula can either be proven in a proof assistant or discharged with an SMT-solver.

In the context of classical programming, this techniques has been applied in academic
or industrial contexts for many languages [HH19]. One can cite frameworks for the Pascal
language [DHKK95], Ada [LH85; SPA11], Modula-3 [LN98], Java [RLNS00; FM07; HAGH16],
C [Nor98; FM07; KKPSY15], the Method B capitalizing on Dijkstra’s weakest precondition
algorithm [Rob97; LFFP11], and the versatile Why3 environment for WhyML [FP13].

C.3.3 Quantum Floyd–Hoare Logic Handling Measurements
Twomain Floyd–Hoare logics specific to quantum computation have emerged in recent years.
The first line of work [Unr19a; Unr19b; BHYYZ20] proposes a Floyd–Hoare logic for reasoning
on programs implementing quantum protocols. The framework is based on regular, classical
logical constructors. The logic is extended with the capability to reason on variables holding
quantum states, such as “𝑥 holds the qubit state 1

√2 (|0⟩ + |1⟩)”.
The second approach to quantum Floyd–Hoare logic is now more than 10 years old and

stems from Ying’s research group [Yin11; YYFD13; YYW17; LY18; LWZG+18; HHZYHW19;
LZWY+19a; LZWY+19b; Yin19; ZYY19; BHYYZ20; FLY22; LZBY22; YZLF22]. This prolific re-
search avenue can be traced back to d’Hondt and Panangaden’s work on quantum weakest
precondition [dP04; dP06], quantum equivalent to Dijkstra’s notion. D’Hondt and Panan-
gaden’s idea consists in regarding positive operators as (probabilistic) formulas on states. Re-
member that the probability of measuring the density matrix 𝜌 in state |𝜙⟩ is ⟨𝜙| 𝜌 |𝜙⟩. This
can be rewritten as Tr(𝑀𝜌), with 𝑀 = |𝜙⟩ ⟨𝜙|. In general, 𝑀 can be any observable opera-
tor, which for our purpose we can consider as a density matrix. For instance, the observable
1
3 |0⟩ ⟨0| + 2

3 |1⟩ ⟨1| assesses the probability of 𝜌 to be in the mixed state 1
3 {|0⟩} +

2
3 {|1⟩}.

Quantum programs in Ying’s approach are the quantum equivalent of a textbook while-
language: a fixed set of possible variables, all quantum, and each spanning a given Hilbert
space, and a few imperative constructs with sequential composition for acting on the state
of the variables: assertion, tests, while-loop. Since the only available types are quantum,
branching is probabilistic and based on the result of a measurement.

One can for instance write the program

𝑥 ∶= 𝐻 𝑥; while (|0⟩⟨0|𝑥 = |0⟩) {𝑥 ∶= 𝐻 𝑥} (C.6)
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which repeatedlymeasure 𝑥 against |+⟩ until |1⟩ is obtained. An observable serving as formula
is in this case acting on the state of 𝑥 (i.e. it is acting on a qubit).

Given a post-condition 𝑄 and a program 𝐶 , a quantum precondition is an operator 𝑃 such
that for all density matrix 𝜌 representing a state of the memory of 𝐶 , Tr(𝑃 𝜌) ≤ Tr(𝑄 (𝐶 𝜌)),
with 𝐶 𝜌 the state of the system after the action of 𝐶 . The operator 𝑃 is weakest precondition
for 𝑄 and 𝑃 if for all other precondition 𝑃´, we have 𝑃 ′ ⊑ 𝑃 . For instance, a precondition
for the program shown in Eq (C.6) and the postcondition |1⟩ ⟨1| is |0⟩ ⟨0|. It is of course not
unique —the operator 0 is also a pre-condition— but it is the weakest one.

Minsheng Ying’s group has extensively worked on this approach, with a special atten-
tion to the structure of invariants required the while-loop. The group studied various exten-
sions and problems, such as non deterministic behavior [LYY14], testing and debugging [LZY-
DYX20], linear-time properties [YLYF14], termination and expected run-time [LY18; LZBY22],
parallel and distributed quantum programs [FLY22; YZLF22].

At a high-level, if Ying’s approachmakes it easy to discuss probabilistic behavior (since it is
part of the structure of the logic), the shallow embedding inside operators —similar to Birkhoff
and von Neumann’s quantum logics [BN36; Mit78]— limits its expressiveness. For instance,
It is hardly extensible to features such as first-order or native manipulation of conventional
types such as natural numbers, lists, etc.

In the context of the ANR project SoftQPro, I had the opportunity to dig into the
subject with a former collaborator of Minsheng Ying, Zhaowei Xu, hired as a postdoc
in our group. We worked on an extension of Ying’s approach to quantum Hoare logic,
to allow local variables and recursive subroutines. This collaboration yielded a paper
to appear in TOCL [XVY21].

C.3.4 QBRICK: Deductive Verification with Parametrized Path Sums

In 2017, I was invited at CEA-LIST/LSL by François Bobot and Sébastien Bardin to
give a seminar to present QuippeR. Along the discussion afterwards, we came to the
conclusion that Why3 [FP13] could very well serve as a host language for a quan-
tum programming language, and that it could freely provide a mean to certify and
verify embedded quantum programs. Unlike Ying’s quantum Hoare logic, the Why3
logic seemed expressive enough to state both intentional and extentional properties
of programs.
The project effectively started when they hired Christophe Chareton as postdoc to
build on the idea. Moving from an hypothetical concept to a concrete tool able to
prove Shor’s algorithm properties took about 3 years. In [CBBPV21], we present the
outcome: Qbrick, a DSL embedded in Why3 coming with a dedicated libraries of
definitions and lemmas based on sum-over-paths [Amy19], dedicated to the formal-
ization of quantum programs in a deductive verification framework. If I was involved
in the theoretical development behind QbRicK, Christophe has been the kingpin of
the development of toolbox.

In the situation described in Chapter C, a quantum programmightmanipulate quantum regis-
ters of large dimension. For specification and verification purposes, this renders the technique
presented in Section C.3.3 hard to use: not only proofs become sprawling but also positive op-
erators in logical formulae becomes daunting. This renders pen-and-paper proofs impossible.

One solution consists in relying on proof-assistant, and to code intentional properties in-
side the corresponding logics. This has been done in Isabelle/HOL for Ying’s Hoare logic
[LZWY+19a], and in Coq for the QWIRE language, followed with the VOQC framework
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[PRZ17; Ran18; HRHLH21]. However, these approaches relies on (concrete) matrices, whether
unitary [PRZ17] or positive [LZWY+19a]. As it turns out, matrices are not well-suited for au-
tomation, and long, manual proofs are necessary for validating formal specification of quan-
tum programs in this formalism.

In the paper [CBBPV21], we propose an alternative solution. On one hand, instead of using
a generic proof-assistant such as Coq [PRZ17; Ran18] or Isabelle/HOL [MAT14; LZWY+19a],
we rely on Why3 [FP13], a platform for deductive verification dedicated to proof automa-
tion [BFMP11]. On the other hand, instead of using the hard-to-automate matrix formalism,
we rely on a compositional, functional semantics: sum-over-paths (or path-sums) [Amy18;
Amy19].

Sum-over-Paths. Amy’s path-sum semantics offer an algebraic, intentional presentation of
quantum circuits, alternative to the matrix presentation. The name comes from the corre-
spondence with Feynman’s path integral [FH65]. This very versatile framework is amenable
to other formalisms of quantum computation such as ZX calculus [CK17; Vil21].

The idea consists in formalizing the standard function-style presentation of an operator𝐴

|𝑥⟩ ⟼
2𝑛
∑
𝑘=0

𝛼𝑘,𝑥 |𝑘⟩ .

Instead of listing all of the 𝛼𝑘,𝑥 ’s exhaustively, the operator is written as a triple (𝑚, 𝑃, 𝜙),
where 𝑚 is an integer and 𝑃 and 𝜙 are integer polynomials such that 𝐴 is

|𝑥⟩ ⟼ 1
√2𝑛

2𝑛−1
∑
𝑘=0

𝑒
2𝑖𝜋⋅𝑃𝑘 (𝑥)

2𝑚 |𝜙𝑘(𝑥)⟩ .

For many “interesting” operators, the polynomials 𝑃 and 𝜙 form a more compact representa-
tion than the array of the 𝛼𝑘,𝑥 ’s. Furthermore, this representation is closed under functional
composition and Kronecker product, making it ideal for reasoning on quantum circuits.

One limitation of Amy’s path sum is however that one cannot check parameterized family
of circuits: akin to a model-checker, the path-sum mechanism can only handle one fixed
circuit.

The Domain-Specific Language Qbricks In [CBBPV21] we propose Qbricks, a specifica-
tion and verification framework for quantum programs based on path-sums. Before Qbricks,
frameworks for proving properties of quantum programs where either handling parametricity
at the expense of automation [MAT14; PRZ17; RPLZ18; LZWY+19a; HRHLH21] or automated
at the expense of parametricity [KZ15; Amy18; Amy19]. Our contribution to the field consists
in reconciliating parametricity and automation, with the development of a deductive verifica-
tion framework based on parameterized path sums.

Qbricks is embedded in Why3, inheriting its specification and deductive verification fea-
tures. The formalization comes with a domain-specific language for circuit manipulation and
a logic library for manipulating path-sums. As the the logic gives a handle for reasoning on
terms of the WhyML language, our path-sums are naturally parameterized.

Qbricks’ domain specific language is following the qPCF’s strategy for circuit construction
[PZ17] —although qPCF is mainly a theoretical exploration of dependent type systems in this
context. Unlike QuippeR where wires are qubits that can be instantiated and manipulated
as variable and where circuits are functions on qubits, circuits in Qbricks are opaque objects
manipulated with a few combinators: elementary gates, sequential and parallel composition.

The framework has been used to prove the first verified, parametric implementation of
the quantum part of Shor’s factoring algorithm [Sho94; Bea03], including both the polyno-
mial complexity of the circuits and the probability requirements. We also experimented with
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Grover [Gro96] and the quantum phase estimation subroutine (QPE) [Kit95]. Our method
[CBBPV21, Sec 8] achieves a high level of proof automation (96% on Shor) and significantly
reduces proof effort (factor 13.6x compared with [LZWY+19a] on Grover, factors 7.7x and 6.4x
compared with [HRHLH21] on respectively QPE and Grover).

Example of Parametric Path-Sums Let us present an example to illustrate the interplay
between the language and the parametric path-sums. Consider the family of circuits defined
as an even number of Hadamard gates

𝐻 𝐻 ⋯ 𝐻⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝑛 gates (𝑛 even)

We can give a specification for a program generating such a circuit family by

Precondition 𝑛 ≥ 0 is even

Postcondition 𝐶𝑛 sends to |𝑥⟩ to |𝑥⟩ and 𝐶𝑛 consists of 𝑛 gates.

This contrived example is typical for the specification of a quantum algorithm:
• the description of the circuit family is parameterized by a classical parameter (here, the

non-negative integer 𝑛);
• The precondition imposes both constraints (here, the evenness of 𝑛) and soundness con-

ditions (here, the non-negativeness of 𝑛) on the parameters;
• The postcondition can both refer to the semantics of the circuit result and to its form

and shape (here, its size).
Regular path-sums are not adequate for representing the semantics of the circuit family since
the behavior of each circuit in the family depends on its size: the path sum is

|𝑥⟩ ↦ {
1

√20 ∑
20−1
𝑘=0 𝑒2𝑖𝜋⋅0 |𝑥⟩ when 𝑛 is even

1
√21 ∑

21−1
𝑘=0 𝑒2𝑖𝜋⋅ 𝑘𝑥2 |𝑘⟩ when 𝑛 is odd.

Compared to Amy’s proposal, the phase and boolean polynomials of path-sums are general-
ized to generic, parameterized terms. In the case of our example, the path-sum becomes

|𝑥⟩ ↦ 1
√2𝑛%2

2𝑛%2−1
∑
𝑘=0

𝑒2𝑖𝜋⋅ (𝑛%2)𝑘𝑥2 |if even(𝑥) then 𝑥 else 𝑘⟩ .

With Qbricks’ framework, such a path-sum can be defined in the language and reasoned upon
in the logic.
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Chapter D

Semantics of Quantum
Lambda-Calculi

Semantics can be considered the origin of all the formal tools developed to analyze, certify,
and verify programming languages [Lee90]. It consists in a formal description of the essence
of programs aiming at unearthing the structures underlying the capabilities of programming
language. Semantics draws links between the behavior of programs—how they evolve and
interact with their environment—, their logical properties—how they are structured—, and
the result of their action—what they compute.

For classical, regular programming languages, semantics—and formalmethods—have been
around for more than half a century. Based on powerful frameworks such as category theory
or the Curry-Howard isomorphism [CFC58; How80], semantics for classical programming
languages gave birth to a range of fine-grained analysis techniques of programs.

For classical programming languages, the underlying mathematical structures are typi-
cally set-based, discrete structures [Sto77]. Although the analysis of quantum programming
languages can rely on and adapt some of the work done in the classical setting, several aspects
fundamentally differ and require novel techniques. In particular, in quantum computing, one
deals with two kinds of objects: regular, duplicable objects and quantum, non-duplicable ob-
jects. Moreover, the canonical mathematical representation of quantum states is based on
vector spaces and operator algebras.

Developing a semantics for a quantum programming language then requires a novel ap-
proach. In this chapter, we present our contribution to the field, focusing on the quantum
lambda calculus and its extension as a circuit-description language.

• Section D.1 summarizes the base of our main approach: the fact that linear logic forms
a suitable framework for a quantum type system, following Section B.3.3.

• Section D.2 discusses the procedure we followed for building a denotational semantics
accounting for both quantum and duplicable data. This kind of semantics interprets
programs as functions. The semantics we propose is strongly inspired by quantitative
semantics of linear logics [PSV14].

• Section D.3 focuses on a complementary approach: the Geometry of Interaction. This
technique provides executable semantics based on token-based automata. We show
how quantum lambda-terms can be regarded as folded quantum circuits; the semantics
gives a procedure for “running” them [LFVY15; LFVY17].

• Finally, Section D.4 briefly discusses one of our recent results: a categorical semantics
for PRotoQuippeR, a circuit-description extension of the quantum lambda calculus sup-
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porting dynamic lifting: the ability to govern circuit generation based on the result of
previous measurements [LPVX21].

D.1 Linear Logic and Typed Quantum Lambda Calculus
As discussed in Section B.3.3, a natural logical framework for a type system for quantum
computation is linear logic. In this section, we briefly introduce the logic and how it lays out
a natural type system for the quantum lambda calculus.

D.1.1 Linear Logic
The logic formula from linear logic (LL) that we shall be considering are

𝐴, 𝐵 ∶∶= 𝛼 | 𝐴⊥ | 1 | ⊥ | 0 | ⊤ | 𝐴 ⊗ 𝐵 | 𝐴 &𝐵 | 𝐴 ⊕ 𝐵 | 𝐴&𝐵 | !𝐴 | ?𝐴,
where 𝛼 ranges over a set of atomic formulas. In linear logic there are two pairs of con-
junctions/disjunctions: a multiplicative version: ⊗ (with unit 1) and

&

(with unit ⊥), and an
additive version: & (with unit⊤) and 0 (with unit 0). The connective (−)⊥ stands for the linear
negation. It is extended to an involution on formulas where (𝐴⊥)⊥ = 𝐴 as follows:

1⊥ = ⊥ (𝐴 ⊗ 𝐵)⊥ = 𝐴⊥ &𝐵⊥, (!𝐴)⊥ = ?(𝐴⊥),
0⊥ = ⊤ (𝐴 ⊕ 𝐵)⊥ = 𝐴⊥&𝐵⊥,

emphasizing the fact that ⊗/ &

, ⊕/&, !(−)/?(−), 1/⊥ and 0/⊤ are dual connectors. In-
tuitively, a negated formula stands for an hypothesis (i.e. an “input”) while a non-negated
formula for a conclusion (i.e. an “output”). Following the intuition that

&
is a disjunction, we

define a macro 𝐴 ⊸ 𝐵 = 𝐴⊥ &𝐵, then representing a (multiplicative) linear implication.
In light of the duality of connectives, we can give a meaning to the two last connectives, the
modalities !(−) (the exponential) and ?(−). Indeed, in linear logic, formulas are linear by de-
fault: they correspond to resources that have to be used exactly once. The connectives !(−)
and ?(−) make it possible to relax this constraint: !𝐴 stands for a duplicable and erasable
output of type 𝐴, while ?𝐴 stands for a duplicable and erasable input of type 𝐴.

Example D.1. According to the intuitive meaning we gave to the linear logic connectives,
without additional axioms the formula 𝛼 ⊸ 𝛼 should then be correct, while 𝛼 ⊸ (𝛼 ⊗ 𝛼)
should not. On the other hand, !𝛼 ⊸ (𝛼 ⊗ 𝛼) should be valid, since !𝐴 is a “duplicable”
resource.

As in classical logic, linear logic features a notion of sequent , that is, a sequence of formulas,
denotedwith⊢ 𝐴1, … , 𝐴𝑛 . We call “⊢” a turnstyle. Generic sequences of formulas are denoted
with Δ, Γ, …. If Δ = 𝑥1 ∶ 𝐴1, … , 𝑥𝑛 ∶ 𝐴𝑛 , and if □ is a unary connective, we write □Δ for the
sequence 𝑥1 ∶ □𝐴1, … , 𝑥𝑛 ∶ □𝐴𝑛 .

We say that a sequent is valid if it can be derived from the following rules.

⊢ 1 (1) ⊢ Γ
⊢ Γ, ⊥ (⊥) ⊢ Γ, ⊤ (⊤) ⊢ 𝐴,𝐴⊥ (ax) ⊢ 𝐴1, …𝐴𝑛

⊢ 𝐴𝜎(1), … , 𝐴𝜎(𝑛)
(ex𝜎 )

⊢ Γ, 𝐴 ⊢ Δ,𝐴⊥
⊢ Γ, Δ (cut)

⊢ Γ, 𝐴 ⊢ Δ, 𝐵
⊢ Γ, Δ, 𝐴 ⊗ 𝐵 (⊗)

⊢ Γ, 𝐴, 𝐵
⊢ Γ, 𝐴 &𝐵 (

&

)

⊢ Γ, 𝐴
⊢ Γ, Δ, 𝐴 ⊕ 𝐵 (⊕1)

⊢ Γ, 𝐵
⊢ Γ, Δ, 𝐴 ⊕ 𝐵 (⊕2)

⊢ Γ, 𝐴 ⊢ Γ, 𝐵
⊢ Γ, Δ, 𝐴&𝐵 (&)

⊢ ?Γ, 𝐴
⊢ ?Γ, !𝐴 (p)

⊢ Γ, 𝐴
⊢ Γ, ?𝐴 (d) ⊢ Γ

⊢ Γ, ?𝐴 (w)
⊢ Γ, ?𝐴, ?𝐴
⊢ Γ, ?𝐴 (c)
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where 𝜎 is a permutation over {1, … 𝑛}. By abuse of notation the rule (ex𝜎 ) is left implicit in the
description of proofs. From the rules one can check that ⊗ indeed behaves like a conjunction
while

&

behaves like a disjunction. One can also see how ⊗/& has a multiplicative flavor
—contexts are disjoints— while ⊕/& has an additive flavor —contexts are shared—.

Remark D.2. Note that the position of the formulas in a sequent is essential, as otherwise the
following proof is ambiguous:

⊢ 𝐴,𝐴⊥ (ax) ⊢ 𝐴,𝐴⊥ (ax)

⊢ 𝐴,𝐴⊥ (cut).
(D.1)

Which pair 𝐴,𝐴⊥ was canceled out by the (cut)-rule?

Remark D.3. Two derivable rules are often added; they are specially useful when considering
proof-nets.

⊢ (empty) ⊢ Γ ⊢ Δ
⊢ Γ, Δ (mix)

in which case we refer to the logic as LL+mix.

Example D.4. A linear Modus-Ponens can be derived as follows, where we add a dummy rule
for highlighting the unfolding of ⊸:

.... 𝜋1
⊢ 𝐴

.... 𝜋2
⊢ 𝐴 ⊸ 𝐵

⊢ 𝐴,𝐴⊥ (ax) ⊢ 𝐵, 𝐵⊥ (ax)

⊢ 𝐴 ⊗ 𝐵⊥, 𝐵, 𝐴⊥ (⊗)

⊢ (𝐴 ⊸ 𝐵)⊥, 𝐵, 𝐴⊥ (unfold)

⊢ 𝐵,𝐴⊥ (cut)

⊢ 𝐵 (cut)
(D.2)

In the proof of Eq. (D.2), we omitted a call to the rule (ex𝜎 ) at the (unfold) position: a full proof
with sequents is potentially verbose with many bureaucratic permutations of formulas.

Remark D.5. The turnstyle notation for sequent can be extended by identifying Δ ⊢ Γ and
⊢ Δ⊥, Γ. The notation adds the meta-information that Δ is to be regarded as an input and Γ
as an output. This triggers one interesting variant of linear logic for this chapter: intuitionistic
linear logic (ILL) [Tro92]. In ILL, we consider special sequents with exactly one formula as
conclusion: sequents are of the form Δ ⊢ 𝐴. Additionally, the negation (−)⊥ is not anymore
an involution —similarly to what happens for regular, intuitionistic logic.

Intuitionistic logic can be faithfully encoded inside linear logic [Gir87, Sec 5.1]. Regu-
lar, classical simply-typed programs can therefore be mapped to proofs of linear logics; cut-
elimination then corresponds to program evaluation. Passing through a linear-logic encoding
gives a fine-grained handle on the choice of evaluation strategy through the placement of the
exponential modality [Sim05]. The intuition is to consider a term typed with !𝐴 as a thunk:
a frozen computation. It can be duplicated (with contraction), erased (with weakening), and
run with dereliction. Historically, there are two canonical encodings building on this intu-
ition: one implementing call-by-value, where − → − is mapped to !(− ⊸ −) the other one
call-by-name, where − → − is mapped to (!−) ⊸ 𝐵.

We conclude this section by mentioning interesting fragments of linear logic, each one
with a intuitionistic and a classical variant. The first one can be inferred from Example D.4:
Multiplicative Linear Logic (MLL), where formulas are restricted to ⊗ and

&

(and ⊸). This
logical fragment is purely linear. There is then Multiplicative Exponential Linear Logic (MELL),
where formulas consists of ⊗,

&

together with the modalities “!” and “?”. These are the two
fragments that we shall be considering in this paper. We can nonetheless mention the (strictly
linear) fragment MALL of Multiplicative, Additive Linear Logic with ⊗/ &

and ⊕/&.
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D.1.2 Quantum Lambda Calculus and Linear Logic
We claimed in B.3.3 that linear logic forms a natural framework for a type system of quantum
lambda calculi. In this section, we present the instantiation described in [PSV14]: it will serve
as a support for the rest of the discussion in this chapter.

The language is defined as follows.

𝑀,𝑁 , 𝑃 ∶∶= 𝑥 | 𝜆𝑥.𝑀 | 𝑀𝑁 | (D.3)

⟨𝑀, 𝑁 ⟩ | let ⟨𝑥, 𝑦⟩ = 𝑀 in𝑁 | ⟨⟩ | let ⟨⟩ = 𝑀 in𝑁 | (D.4)

tt | ff | if𝑀 then𝑁 else 𝑃 | (D.5)

𝑈 | qinit | meas | (D.6)

It consists of a regular lambda calculus (D.3), extended with: pairing constructs (D.4), where
⟨𝑀, 𝑁 ⟩ stands for the pair of 𝑀 and 𝑁 and ⟨⟩ is the unit-term; Boolean values and tests (D.5);
constants for manipulating qubits (D.6), where 𝑈 ranges over a fixed set of unitary maps. The
language can also be extended with recursion, using the following construct:

let rec 𝑓 𝑥 = 𝑀 in𝑁 . (D.7)

The type type system for the language is as follows.

𝐴, 𝐵 ∶∶= qbit | bit | 𝐴 ⊸ 𝐵 | 𝐴 ⊗ 𝐵 | 1 | !𝐴. (D.8)

It consists of two constant types qbit, for representing qubits, and bit, for the Boolean values
tt and ff, and type constructors: for pairing (𝐴 ⊗ 𝐵), functions (𝐴 ⊸ 𝐵), unit-type 1 for
representing ⟨⟩, and duplicable elements (!𝐴). We use the same notations asMELL to highlight
the relationship with the logic. The tensor is associative to the right: 𝐴⊗𝐵⊗𝐶 = 𝐴⊗(𝐵⊗𝐶).
We write 𝐴⊗𝑛 for the 𝑛-th tensor of 𝐴.

We consider terms to be implicitly typed: every subterm comes with a type. A typing
judgment is a triple written Δ ⊢ 𝑀 ∶ 𝐴, where 𝑀 is a (typed) term, 𝐴 is a type and Δ is
an unordered list of typed variables: Δ = 𝑥1 ∶ 𝐴1, … , 𝑥𝑛 ∶ 𝐴𝑛 . A typing judgment is valid
if it can be derived from the typing rules presented below. We also require that whenever
Δ ⊢ 𝑀 ∶ 𝐴 is valid, then 𝐴 is the implicit type of 𝑀 .

The typing rules follow the proof rules of intuitionistic linear logic (as discussed in Re-
mark D.5). The typing rules for the core lambda calculus of (D.3) is as follows.

!Δ, 𝑥 ∶ 𝐴 ⊢ 𝑥 ∶ 𝐴 (ax)
Δ, 𝑥 ∶ 𝐴 ⊢ 𝑀 ∶ 𝐵
Δ ⊢ 𝜆𝑥.𝑀 ∶ 𝐴 ⊸ 𝐵 (⊸𝐼 )

!Δ, Γ1 ⊢ 𝑀 ∶ 𝐴 ⊸ 𝐵 !Δ, Γ2 ⊢ 𝑁 ∶ 𝐴
!Δ, Γ1, Γ2 ⊢ 𝑀𝑁 ∶ 𝐵 (⊸𝐸 )

Note how contraction is included inside the (⊸𝐸 )-rule: this will be the case for every branching
rules. Also note how a cut-rule is implicitly used, as it will be the case for every elimination
rules.

The pairing constructs correspond to the proof rules of ⊗ and 1.

!Δ, Γ1 ⊢ 𝑀 ∶ 𝐴 !Δ, Γ2 ⊢ 𝑁 ∶ 𝐵
!Δ, Γ1, Γ2 ⊢ ⟨𝑀,𝑁 ⟩ ∶ 𝐴 ⊗ 𝐵 (⊗𝐼 ) !Δ ⊢ ⟨⟩ ∶ 1

(1𝐼 )

!Δ, Γ1 ⊢ 𝑀 ∶ 𝐴 ⊗ 𝐵 !Δ, Γ2, 𝑥 ∶ 𝐴, 𝑦 ∶ 𝐵 ⊢ 𝑁 ∶ 𝐶
!Δ, Γ1, Γ2 ⊢ let ⟨𝑥, 𝑦⟩ = 𝑀 in𝑁 ∶ 𝐶 (⊗𝐸 )

!Δ, Γ1 ⊢ 𝑀 ∶ 1 !Δ, Γ2 ⊢ 𝑁 ∶ 𝐶
!Δ, Γ1, Γ2 ⊢ let ⟨⟩ = 𝑀 in𝑁 ∶ 𝐶 (1𝐸 )
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If contraction is included inside branching rules, weakening is handled at axiom rules. The
two remaining rules for manipulating modalities —dereliction and promotion— each feature
an explicit rule but with a caveat. We force dereliction to only happen at a leaf of the typing
derivation, in order to ensure uniqueness of typing derivation. For technical convenience, we
also restrict duplication to function-types. Finally, promotion is constrained to values: this is
in line with the call-by-value operational semantics of the languages, presented below.

!Δ, 𝑥 ∶ !(𝐴 ⊸ 𝐵) ⊢ 𝑥 ∶ 𝐴 ⊸ 𝐵 (axd) !Δ ⊢ 𝑉 ∶ 𝐴 ⊸ 𝐵 𝑉 a value
!Δ ⊢ 𝑉 ∶ !(𝐴 ⊸ 𝐵) (p)

If the language can be expanded with additive types —and even inductive types— [PSV14], in
this chapter we only consider Boolean values, which, albeit weaker, already capture much of
the intricacy of the additives.

!Δ ⊢ tt, ff ∶ bit
(tt, ff) !Δ, Γ1 ⊢ 𝑃 ∶ bit !Δ, Γ2 ⊢ 𝑀,𝑁 ∶ 𝐶

!Δ, Γ1, Γ2 ⊢ if 𝑃 then𝑀 else𝑁 ∶ 𝐶 (if)

Finally, the constants for manipulating qubits are typed as follows.

!Δ ⊢ qinit ∶ qbit ⊸ bit !Δ ⊢ meas ∶ bit ⊸ qbit !Δ ⊢ 𝑈 ∶ qbit⊗𝑛 ⊸ qbit⊗𝑛

In the rule for 𝑈 , the number 𝑛 stands for the arity of 𝑈 .
Remark D.6. Note how there is no need for an exchange rule similar to (ex𝜎 ), since types are
indexed with variables. This is one of the solution to the problem of bureaucracy; the other
one is to use proof-nets, discussed in Section D.3.

The language is equipped with an operational semantics in the form of the abstract ma-
chine described in Section B.3.2: a program is a triple [𝑄, 𝐿,𝑀], where 𝑄 ∈ 𝒬⊗𝑛 is a normal-
ized vector of dimension 2𝑛 , 𝑀 is a term with 𝑛 free variables 𝑥1, … , 𝑥𝑛 and 𝐿 is a bijection
{𝑥1, … , 𝑥𝑛} → {1, … , 𝑛}. The variables 𝑥𝑖 represents qubits inside the term 𝑀 . A program is
well-typed of type 𝐴, written [𝑄, 𝐿,𝑀] ∶ 𝐴, whenever

𝑥1 ∶ qbit, … , 𝑥𝑛 ∶ qbit ⊢ 𝑀 ∶ 𝐴
is valid.

Programs are equipped with a probabilistic rewrite system (→𝑝) (𝑝 ∈ [0, 1]), extending
the call-by-value evaluation of (regular) lambda calculus. In our setting, a value is built from
the following grammar.

𝑉 ,𝑊 ∶∶= 𝑥 | tt | ff | 𝜆𝑥.𝑀 | ⟨⟩ | ⟨𝑉 , 𝑊 ⟩.
An applicative context is a “term with a hole” expliciting where evaluation can happen. For
instance, in our setting we do not allow rewriting under lambdas. Applicative contexts are
defined according to the following grammar.

𝐶[−] ∶∶= [−] | 𝑀𝐶[−] | 𝐶[−]𝑉 | ⟨𝐶[−], 𝑁 ⟩ | ⟨𝑉 , 𝐶[−]⟩ |
let ⟨𝑥, 𝑦⟩ = 𝐶[−] in𝑁 | let ⟨⟩ = 𝐶[−] in𝑁 |
if 𝐶[−] then𝑁 else 𝑃.

The rewrite system consists of two parts: the “classical” part, not interacting with𝑄 and 𝐿, and
the “quantum” part, whose goal is to emulate the interaction with the quantum coprocessor.
We define a first rewrite system→𝑐 on terms characterizing the classical part of the evaluation,
as follows.

𝐶[(𝜆𝑥.𝑀)𝑉 ] →𝑐 𝐶[𝑀[𝑥 ∶= 𝑉 ]]
𝐶[let ⟨⟩ = ⟨⟩ in𝑀] →𝑐 𝐶[𝑀]
𝐶[let ⟨𝑥, 𝑦⟩ = ⟨𝑉 ,𝑊 ⟩ in𝑀] →𝑐 𝐶[𝑀[𝑥 ∶= 𝑉 , 𝑦 ∶= 𝑊]]
𝐶[if tt then𝑀 else𝑁] →𝑐 𝐶[𝑀]
𝐶[if ff then𝑀 else𝑁] →𝑐 𝐶[𝑁 ]
𝐶[let rec 𝑓 𝑥 = 𝑀 in𝑁] →𝑐 𝐶[𝑁 [𝑓 ∶= 𝜆𝑥.let rec 𝑓 𝑥 = 𝑀 in𝑀]]
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We can then define the rewrite system on programs as first

𝑀 →𝑐 𝑁 implies [𝑄, 𝐿,𝑀] →1 [𝑄, 𝐿,𝑀′]
for the classical part, and for the quantum part, assuming 𝑄 ∈ 𝒬⊗𝑛 and 𝑧 is fresh:

[𝑄, 𝐿, 𝐶[qinit tt]] →1 [𝑄 ⊗ |1⟩ , 𝐿 ∪ {𝑧 ↦ 𝑛 + 1}, 𝐶[𝑧]],
[𝑄, 𝐿, 𝐶[qinit ff]] →1 [𝑄 ⊗ |0⟩ , 𝐿 ∪ {𝑧 ↦ 𝑛 + 1}, 𝐶[𝑧]],

[𝑄, 𝐿, 𝐶[𝑈 𝑥]] →1 [(𝑈 ⊗ 𝐼 )𝑄, 𝐿, 𝐶[𝑥]] if 𝑈 is unary and 𝐿(𝑥) = 1,
[𝑄, 𝐿, 𝐶[𝑈 ⟨𝑥, 𝑦⟩]] →1 [(𝑈 ⊗ 𝐼 )𝑄, 𝐿, 𝐶[⟨𝑥, 𝑦⟩]] if 𝑈 is binary, 𝐿(𝑥) = 1, 𝐿(𝑦) = 2,
[𝑄, 𝐿, 𝐶[meas 𝑥]] →|𝛼𝑏 |𝑛 [𝑄𝑏 , 𝐿, 𝐶[𝑏]],

when 𝑄 = 𝛼ff |0⟩ ⊗ 𝑄ff + 𝛼tt |1⟩ ⊗ 𝑄tt with 𝑄ff and 𝑄tt normalized.
The language satisfies the usual safety properties: subject reduction and progress.

Example D.7. The type system is designed to not allow the duplication of quantum bits. The
type !qbit is therefore empty: there is no closed term𝑀 such that⊢ 𝑀 ∶ !qbit. This property
heavily relies on the constraint we placed on the promotion rule (p): one can only duplicate
values. It is however possible to build a duplicable term of type !(1 ⊸ qbit), as for instance

⊢ 𝜆𝑥.(let ⟨⟩ = 𝑥 in𝐻(qinit ff)) ∶ !(1 ⊸ qbit)
is derivable.

D.1.3 Cut-elimination and Curry-Howard Isomorphism
Besides the cut-rule (and (ex𝜎 ), which does not count), the proof rules of linear logic are struc-
tural: they construct a sequence of formulas out of more primitive ones. One important ques-
tion in logic is, given a proof 𝜋 , whether one can rewrite it to obtain a cut-free proof, using only
structural rules (and exchange rules). This problem is known as cut-elimination. In the case of
LL (and LL+mix), one can equip the set of proofs with a strongly normalizing and confluent
rewriting system whose normal forms are precisely cut-free proofs [GLT90]. For the sake of
the presentation, we only discuss two of them: the interaction between (cut) and (ax)

⊢ 𝐴,𝐴⊥ (ax)

𝜋....⊢ 𝐴
⊢ 𝐴 (cut) →

𝜋....⊢ 𝐴
and the rewriting of a cut between (⊗) and (

&

)

𝜋1....⊢ Δ1, 𝐴

𝜋2....⊢ Δ2, 𝐵
⊢ Δ1, Δ2, 𝐴 ⊗ 𝐵 (⊗)

𝜋3....
⊢ Γ, 𝐴⊥, 𝐵⊥
⊢ Γ, 𝐴⊥ &𝐵⊥ (

&

)

⊢ Δ1, Δ2, Γ (cut) →

𝜋1....⊢ Δ1, 𝐴

𝜋2....⊢ Δ2, 𝐵

𝜋3....
⊢ Γ, 𝐴⊥, 𝐵⊥

⊢ Γ, Δ2, 𝐴⊥ (cut)

⊢ Δ1, Δ2, Γ (cut)

(D.9)
Remembering that the linear implication 𝐴 ⊸ 𝐵 is built as 𝐴⊥ &𝐵, how the rewrite rule

shown in Eq. (D.9) corresponds to a form of ⊸-elimination. This in fact precisely corresponds
to the beta-rule of the lambda calculus, such as in the presentation of Section B.3.1 (Although
the relation is slightly non-trivial [Reg92] and linked to explicit substitution [CK97; Acc15])

This Curry-Howard correspondence for linear logic has been analyzed by many authors
[BBHP92; Abr93; BBPH93; Bie93; Wad93]. Formalizing the intuition drawn in Example D.1,
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type systems based on linear logic makes it possible to specify whether resources are used only
once: a function of type𝐴 ⊸ 𝐵 is guaranteed to use its argument exactly once, while the type
𝛼 ⊸ (𝛼 ⊗ 𝛼) is empty. Many refinements or extensions are possible. For instance, one can
relax the linearity constraint and allow weakening —i.e. erasure— of linear resources to get
affine linear logic [Tro92]. One can use the exponential modality to characterize implicit com-
putational complexity [Gir98; AR02; BT04; Laf04; LMZ10], or add annotations to exponentials
to keep track of the number of uses of a particular resources with bounded linear logic [GSS92;
LH10] or discuss differential privacy [RP10; GHHNP13]. And, as exemplified in [PSV14] and
the sketch of Section B.3, one can distinguish between duplicable and non-duplicable data
and apply it to quantum computation and the manipulation of qubits.

D.2 A Denotational Semantics
This section is devoted to the study of a denotational semantics for the quantum lambda cal-
culus. A denotational semantics is an interpretation of programs as mathematical functions,
composition of programs corresponding to function composition. Denotational semantics are
expressive tools to bridge programming languages with logical theories through the Curry-
Howard correspondence. By exhibiting the compositional structures underlying a language,
a denotational semantics validates the soundness of its design.

One of the challenge in semantics is the compatibility of quantum and classical features
when intertwined, as exemplified in the quantum lambda calculus. On the one hand, the typ-
ical semantics for quantum computation relies on linear maps and positive operators in finite
dimension. On the other hand, classical information should be duplicable, therefore requir-
ing some notion of non-linearity. Finally, the mix of quantum information within classical
datatypes such as lists entails non-standard objects such as infinite datatypes of list of qubits,
hinting at the need for infinite dimensional vector spaces.

In this section, we present our solution for such a denotational semantics. We follow
an iterative approach, starting with a quick review of the previous existing approaches (Sec-
tion D.2.1). We then present our work: a simple semantics based on completely positive maps
(Section D.2.2) to which we progressively add constructs: additives (Section D.2.3), recursive
datatypes (Section D.2.4), and duplication (Section D.2.5). We conclude with a discussion on
other possible approaches (Section D.2.6).

This section is the result of a long gestation. It started at the end of my Ph.D thesis
with the design of a CPM-based semantics for a purely linear quantum lambda calcu-
lus [SV08a]. The adjunction of recursive datatypes and duplication was then a road-
block for a long time: how to include them in a sound way within a finite-dimensional
setting? The knot was untangled in 2014 with the development of general techniques
for quantitative semantics of linear logic and semantics of probabilistic PCF [ETP14].
With Michele Pagani, we were able to port these technique to the quantum case and
answer the problem [PSV14].

D.2.1 Background on Denotational Semantics
Modeling higher-order languages have historically been done using domains and continuous
lattices. Algebraic effects, such as probabilities, can be handled with the use of a suitable
monad [Jon90; GHKLMS03] —although this requires some care [Gra88; JT98]—. On the other
hand, linear algebra and functional analysis have been from the very beginning an extensional
targetmodel for linear logic. Originally designed for SystemF [Gir86], coherent spaces—at the
root of the design of linear logic [Gir87]— have soon be generalized to support algebraic effects
[Gir99; Ehr02; Gir04; DE11; EPT11]. The other original semantics for linear logic, quantitative
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domains [Gir88], has also spurred many rich algebraic models: Fock spaces [BPS93a], Hopf
algebras [Blu96], Köthe spaces [Ehr02], finiteness spaces [Ehr05], etc. It makes it possible to
prove fine-grained quantitative properties of programs [LMMP13].

From a categorical perspective, building a model of linear logic requires to accommodate
four components: the multiplicative fragment, the additive fragment, the modalities and the
involution —the last one being optional if the target is intuitionistic linear logic. Depending on
the computational objective, one can also ask for traces, and/or fixpoints, and/or allow affine
behavior, etc.

As the type system of quantum lambda calculus is based on linear logic, it is reasonable to
look for a suitable algebraic model of linear logic capturing quantum effects. One of Girard’s
goal is to bridge physics and logic: Instead of trying to organically extract logical structure out
of positive operators and quantum observables [BN36; Mit78; DG02] —problematic approach
from a computational perspective [Abr07]— Girard started from the desired logical structures
and built a semantics inspired from quantum structures: quantum coherent spaces [Gir04].
Although such a quantum-based semantics is expressive enough to model (restricted forms
of) modalities [Bar10], Selinger [Sel04b] showed that it is not adequate for modeling quantum
computation, as it is missing some entangled states —for instance 1

√2 (|00⟩ + |11⟩).

D.2.2 CPM as Compact Closed Category
As discussed in Section B.1.3, linear distributions of pure states are adequately represented
with trace-1 positive matrices. Selinger discusses how possibly non-terminating quantum
programs can then be modeled with trace-non-increasing completely positive maps: a super-
operator . A completely positive map (CPM) 𝑓 ∶ ℂ𝑛×𝑛 → ℂ𝑚×𝑚 is a linear map such that for
all 𝑘, the map idℂ𝑘×𝑘 ⊗ 𝑓 sends positive matrices to positive matrices. Let us discuss a few
aspects of this definition.

1. A superoperator might therefore output a positive matrix of trace strictly less than one:
this trace corresponds to the overall probability of termination of the corresponding
algorithm.

2. Consider a valid quantum algorithm 𝑃 of input 𝐴 and of output 𝐵. One can construct
another valid quantum algorithm with a dummy variable 𝐶 : the resulting algorithm 𝑃 ′
inputs in 𝐶 ⊗𝐴 and outputs in 𝐶 ⊗𝐵. The denotation J𝑃 ′K is equal to idJ𝐶K ⊗ J𝑃K. This
is the reason for the second constraint on superoperator.

The trace-non-increasing constraint gives a fully completemodel for first-order quantum com-
putation, as discussed in [Sel04a]. In the case of higher-order quantum computation, it is
necessary to drop this constraint: we work instead with general, completely positive maps.
Indeed, in order to model functions we can rely on the Choi theorem [Cho75], stating that

TheoremD.8 ([Cho75, Th. 2]). Let 𝑓 be a linear map from ℂ𝑛×𝑛 to ℂ𝑚×𝑚 . Then 𝑓 is completely
positive if and only if 𝜒𝑓 ∈ ℂ𝑚𝑛×𝑚𝑛 blockwise defined as

𝜒𝑓 = (
𝑓 𝐸1,1 ⋯ 𝑓𝐸1,𝑛

⋮ ⋱ ⋮
𝑓 𝐸𝑛,1 ⋯ 𝑓𝐸𝑛,𝑛

)

is positive, where 𝐸𝑖,𝑗 ∈ ℂ𝑛×𝑛 is the matrix with 0s everywhere apart for one 1 on the 𝑖-th line and
𝑗-th column.

Using TheoremD.8, one can design amodel ofMLL using positivematrices and completely
positive maps, as follow. We define the category CPM with the following data:

• Objects: natural numbers;
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• Morphisms: 𝑓 ∶ 𝑛 → 𝑚 is a completely positive map ℂ𝑛×𝑛 → ℂ𝑚×𝑚 .

CPM can be equipped with a monoidal structure, behaving as the (usual) multiplication on
integers and as Kronecker product onmorphisms. Thanks to TheoremD.8, the functor𝐴⊗(−)
admits a right adjoint, according to the natural isomorphism

CPM(𝐴 ⊗ 𝐵, 𝐶) ≃ CPM(𝐴, 𝐵 ⊗ 𝐶).
This makes CPM compact closed [Sel07], model of MLL. Note however that the model is de-
generated as

&

and ⊗ coincide.

D.2.3 Accommodating the Additives
In order to be able to at least manipulate Boolean values, we need to extend CPM to accom-
modate the additives. Since we are in the context of finite dimensional vector spaces, the
easiest is to consider the biproduct completion CPM⊕

fin of CPM:

• Objects: lists of natural numbers 𝜎 = 𝑛1, … , 𝑛𝑘
• Morphisms: If 𝜎 = 𝑛1, … , 𝑛𝑘 and 𝜏 = 𝑚1, … , 𝑚𝑘′ , then 𝑓 ∶ 𝜎 → 𝜏 is a family 𝑓 = {𝑓𝑖,𝑗}𝑖,𝑗

where 𝑓𝑖,𝑗 ∶ 𝑛𝑖 → 𝑚𝑗 is a CPM-morphism.

• Composition is obtained with matrix multiplication:

{𝑓𝑖,𝑗}𝑖,𝑗 ∘ {𝑔𝑗,𝑘}𝑗,𝑘 = {∑
𝑗

𝑓𝑖,𝑗 ∘ 𝑔𝑗,𝑘}
𝑖,𝑘

(D.10)

whereas the identity is a diagonal matrix of identities.

The compact-closed structure of CPM carries over to CPM⊕
fin in a straightforward manner:

(𝑛1, … , 𝑛𝑘) ⊗ (𝑚1, … , 𝑚𝑙) = 𝑛1𝑚1, … , 𝑛1𝑚𝑙 , 𝑛2𝑚1, … , 𝑛2𝑚𝑙 , …… , 𝑛𝑘𝑚𝑙
The categoryCPM⊕

fin makes amodel ofMALL, albeit degenerate since both themultiplicatives
and the additives collapse. However, it makes a fully-abstract model of a strictly linear lambda
calculus, as shown in [SV08a].

D.2.4 Accommodating Recursive Datatypes

If the category CPM⊕
fin can accommodate additives, the system is restricted to finite biprod-

ucts ⨁𝑛
𝑖=1 𝐴𝑖. This limits the expressiveness of the system: recursive datatypes such as lists:

[𝐴] =
∞
⨁
𝑛=0

𝐴⊗𝑛. (D.11)

cannot be represented as it requires infinite biproducts. Following the same intuition as for
the construction of CPM⊕

fin, an infinite biproduct would correspond to having infinite lists of
natural numbers for objects, and infinite-dimensional matrices. The difficulty then come with
the composition, as we how end up with an infinite sum in Eq. (D.10). Indeed, in general, the
sum might not converge: consider for instance 𝑓 ∶ 1, 1, 1… → 1, 1, 1… defined as 𝑓𝑖,𝑗 ∶ 1 →
1 being the identity for all 𝑖, 𝑗 . The composition of 𝑓 with itself does not converge.

The solution we propose in [PSV14] consists in first completing CPM with “all possible
infinite” elements. Recall that positive matrices admits a natural ordering: Löwner order. This
can be pointwise ported to completely positive maps: each homset CPM(𝐴, 𝐵) is a Löwner
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positive cone. One interesting property of the Löwner order is that such a positive cone is
bounded directed complete: (1) there is a minimum element (the 0 function), and any bounded
directed subset 𝐷 ∈ CPM(𝐴, 𝐵) admits a least upper bound.

Formally, the completion we consider is the D-completion [ZF10]. For the purpose of the
discussion, we are interested in two properties: First, the D-completion is functorial, and then
it preserves existing least upper bounds. On other words, the only additional elements are “at
infinity” —precisely what we need.

We can therefore define the categoryCPM𝐷 as follows: the objects are those ofCPM, and
the morphisms from 𝑛 and𝑚 are exactly the elements of the D-completion ofCPM(𝑛, 𝑚). The
homsets CPM𝐷(𝑛, 𝑚) are now dcpos: generalized sums are always defined. This then makes
it possible to define the infinite biproduct completion CPM⊕

𝐷 of CPM𝐷 exactly as desired:
objects are infinite lists of objects ofCPM𝐷 , andmorphisms are infinite-dimensional matrices.
The composition is defined as in Eq. (D.10), and the possibly infinite sum resulting from the
definition is well-defined.

D.2.5 Accommodating Duplication
With infinite coproducts we can encode the behavior type !𝐴 inside the type of lists shown in
Eq. (D.11). Indeed, a duplicable element of type !𝐴 can be regarded as the biproduct of zero
copy of the element, one copy of the element, two copies of the element, etc.

The typical example is the program that inputs a coin, tosses it twice and computes the
conjunction of the results. In CPM the type of a coin is 1, 1: a pair of two probabilities (𝑎, 𝑏),
where 𝑎 is the probability of getting tt and 𝑏 the probability of getting ff. The aforementioned
program therefore corresponds to the (non-linear) map

(𝑎, 𝑏) ⟼ (𝑎2 + 2𝑎𝑏, 𝑏2).
The reason for the non-linearity is the identification of bit and !bit. Instead, we can consider
a more expressive representation for the input, as

(𝑎∗, 𝑎tt, 𝑎ff, 𝑎tt,tt, 𝑎tt,ff, 𝑎ff,tt, 𝑎ff,ff, 𝑎tt,tt,tt, 𝑎tt,tt,ff, 𝑎tt,ff,tt …) ∈ 1 ⊕ bit ⊕ (bit ⊗ bit) ⊕ ⋯ .
A duplicable coin sending tt with probability 𝑎 and ff with probability 𝑏 is now represented as
the sequence

(𝑎 + 𝑏, 𝑎, 𝑏, 𝑎2, 𝑎𝑏, 𝑎𝑏, 𝑏2, …)
and the aforementioned program has now for semantics

(𝑎∗, 𝑎tt, 𝑎ff, 𝑎tt,tt, 𝑎tt,ff, 𝑎ff,tt, 𝑎ff,ff, …) ↦ (𝑎tt,tt + 𝑎tt,ff + 𝑎ff,tt, 𝑎ff,ff),
now a linear, completely positive map.

Such a construction is however failing in providing the required categorical structure of
comonoid. Indeed, if !𝐴 is modeled with [𝐴], two copies of 𝐴 can very well be distinct.

Instead of a plain tensor, what is needed for !𝐴 is a symmetric tensor [MTT09], used e.g.
for modeling probabilistic programs in probabilistic coherent spaces [ETP14]. Considering the
case of !bit, it corresponds to define

!bit ≜ 1 ⊕ bit ⊕ bit⊙2 ⊕ bit⊙3 ⊕ ⋯ ,
where bit⊙𝑛 is the equalizer of

bit⊙𝑛 // bit⊗𝑛
symmetry

++

symmetry
33⋯ bit⊗𝑛
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For instance, ⊥⊕2 corresponds to the subcone of 1, 1, 1, 1 invariant under swap: this corre-
sponds to

{ (𝑎, 𝑏, 𝑏, 𝑐) | 𝑎, 𝑏, 𝑐 ∈ [0, 1] and 𝑎 + 2𝑏 + 𝑐 ≤ 1 }
or, equivalently,

{ (𝑎, 𝑏) ⊗ (𝑎, 𝑏) | 𝑎, 𝑏 ∈ [0, 1] and 𝑎 + 𝑏 ≤ 1 }
In our case, this requires to modify the original category CPM to account for such equiva-

lence classes: we invite the reader to consult the paper for more information [PSV14]. In any
case, the resulting model is shown to be adequate for a quantum lambda calculus of the form
presented in Section D.1.2 together with coproducts and recursive types. The model is in fact
richer than what we originally showed: it is fully-abstract [CV20].

D.2.6 Discussion
To overcome the finite-dimensional limitation of CPM, we used in [PSV14] abstract construc-
tions based on category and domain theory. If one can argue that we only added “infinite”
elements that are anyway not representable by programs, it can be regarded as a limitation
of our approach. Clairambault and de Visme [CV20] offer an alternative approach based on
Even structures [Win80; Win87] and game semantics that does not require infinite dimen-
sional spaces. It is worth noting that their approach solves a long-standing issue in quantum
game semantics: capturing entangled elements within the tensor [Del08b; DP08; Del11].

Other, approaches rely on generalizations of CPM: C∗ and von Neumann algebras. West-
erbaan et al. [Wes16] discusses how to recover the required structures, while [Wes19, Sec.
4.3] describe a model for the quantum lambda calculus in this framework. Finally, lately Pe-
choux et al. [PPRZ20] discusses how to build recursive types with von Neumann algebras.
One can also mention the presheaf model of Malherbe [Mal10; MSS13] and the categorical
construction of Hasuo and Hoshino based on Geometry of Interaction [HH11; HH17].

D.3 An Executable Semantics
This section is devoted to the description of a low-level, operational semantics for a quantum
lambda calculus. As discussed in Section D.1.2, the standard computational interpretation
of the quantum lambda calculus is a rewrite system based on variable substitution. We dis-
cuss here how to retrieve a circuit-based interpretation of a quantum lambda-term, using a
technique stemming from the study of linear logic: the Geometry of Interaction (GoI). Origi-
nating from Girard [Gir89], GoI has shown useful in understanding the relationship between
high-level constructs and low-level, assembly-like presentations [Mac95; GSS11].

Section D.3.1 first presents the graphical notation of proof-nets for representing proofs of
linear logic. Section D.3.2 discusses how typed lambda-terms can be interpreted as proof-nets.
Section D.3.3 describes the token-machine presentation of GoI [DR99], giving a graph-based,
executable semantics for programs when translated to proof-nets. Section D.3.4 exposes the
limit of the standard approach, as it does not support token synchronization: this is required
for quantum computation. Section D.3.5 offers a generic solution, and Section D.3.6 discusses
the solution we build specifically for quantum computation.

The strength of our proposal is to unfold the circuit-like structure hidden inside quantum
lambda-terms: tokens follow the tangled wires of the circuit.

D.3.1 Proof-Nets for MELL
One of the nagging issue with proofs of linear logic is the exchange rules: as discussed in Re-
mark D.2 it is essential, yet it looks like an unnecessary, bureaucratic construct. An alternative,
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graphical presentation of proofs of linear logic consists in proof nets. For more information on
proof-nets, consult e.g. Laurent’s notes [Lau13], from which this section takes inspiration.

A proof net is a proof structurewith a validity criterion. A proof structure is a directed graph,
possibly piecewise connected, with labeled edges and nodes. Thanks to the graph structure,
there is no need for permuting anything, and the possible ambiguity of Eq (D.1) disappears.
In the context of this thesis, we will concentrate on the multiplicative exponential fragment
of linear logic (MELL), without units. A proof structure for MELL is built out of the nodes of
Figure D.1.

(cut)

𝐴 𝐴⊥ (ax)

𝐴 𝐴⊥ ⊗
𝐴 𝐵

𝐴 ⊗ 𝐵

&

𝐴 𝐵

𝐴 &𝐵

! ? ?⋯
⋯

𝑅
⋯𝐴

!𝐴
?Δ

?Δ

?𝑑
𝐴

?𝐴
?𝑐
?𝐴

?𝐴?𝐴?𝑤

?𝐴

𝑒 𝑓
𝑒 𝑓 𝑒

𝑔

𝑓 𝑓𝑒

𝑔

MELL fragment

Figure D.1: Constructors for MELL proof structures.

When clear, we shall omit the arrows symbol. Input edges are called premises and output
edges conclusions; the edges of a node are ordered. The nodes (cut) and (ax) corresponds to the
similarly named proof rule, while the nodes⊗ and

&

decompose multiplicative formulae. The
edges for the MLL fragment (in the Turquoise dashed box) are named 𝑒, 𝑓 and 𝑔: they shall
be used in Section D.3.3. The four other nodes are for managing modalities. The right-most
node, the box-node, stands for the promotion proof rule (p). The box encapsulates a proof-
structure 𝑅. The wires going in the box goes through doors: left-most one is the principal door
while the other are auxiliary doors. The remaining nodes ?𝑤 , ?𝑑 and ?𝑐 respectively stands
for weakening, dereliction and promotion. We extend the notion of premises and conclusions
to proof-structures: if the premises of the structure 𝑆 are 𝐴1, …𝐴𝑛 and the conclusions are
𝐵1, … , 𝐵𝑚 , we say that 𝑆 corresponds to the sequent ⊢ 𝐴⊥1 , …𝐴⊥𝑛 , 𝐵1, … , 𝐵𝑚 .

Note how each node corresponds to a proof rule (apart for the exchange rule). A proof can
then be directly transposed into a proof structure. For instance, Fig. D.2 the proof of Eq. (D.2)
becomes the proof net shown in Figure D.2b. As it is a graph, it is the same as the net in
Figure D.2a.

Remark D.9. In the case where we have constant formulas 𝛼 to the grammar of the logic, we
can add specific nodes to reflect the corresponding proofs.

The fact that a sequent ⊢ Δ admits a proof structure does not however always implies
that there exists a proof for it: consider for instance the proof structure

⊗
𝐴 ⊗ 𝐴⊥

(ax)

𝐴 𝐴⊥
(D.12)

associated to the invalid sequent ⊢ 𝐴 ⊗ 𝐴⊥.
Characterizing proof nets, i.e. proof structures representing a valid proof for a given se-

quent, requires a validity criterion: many proposals [NM07] have been proposed since the
original Girard’s longtrip condition [Gir87]. Originally developed for MLL [DR89] but gener-
alizable to MELL [Dan90; GM01], a versatile criterion is Danos&Regnier’s switching condition.
It uses the notion of path: a path in a proof structure 𝜋 is a sequence of nodes, pairwise con-
nected with edges. In the case of MLL, it is called switching if its does not go through both
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𝐴 𝐴⊥ 𝐵⊥𝐵

𝐴 ⊗ 𝐵⊥ 𝐵 𝐴⊥𝐴⊥ &𝐵
𝐴

𝐵

(cut)

(cut)

(ax) (ax)

⊗
𝜋1

𝜋2

(a) Following the proof

𝐴⊥ &𝐵𝐴
𝜋1

𝜋2

(cut)
(cut)

(ax)
(ax)

⊗

𝐵

𝐴 ⊗ 𝐵⊥

𝐵⊥
𝐴

𝐴⊥

(b) Untangled

Figure D.2: Proof-net corresponding to Eq. (D.2)

premises of a

&

-node. A proof-structure 𝜋 is called switching acyclic when it does not contain
switching cyclic paths. In this case, we call it a proof net .

Example D.10. The proof structure presented in Eq. (D.12) is not switching acyclic: it does
not correspond to a proof of ⊢ 𝐴 ⊗ 𝐴⊥.

In Section D.1.3, we discussed cut-elimination for the proofs of sequents: a similar proce-
dure can be designed for proof-nets. For instance, the rewrite rule shown in Eq. (D.9) becomes
for proof-nets

𝐴⊥ &𝐵⊥

𝜋

(cut)

⊗𝐴 ⊗ 𝐵

𝐵𝐴 &𝐵
⊥𝐴⊥

⟶

(cut)

𝐵𝐴

𝜋

𝐵⊥𝐴⊥

(cut)

(D.13)

The validity criterion are preserved through the reduction: a valid proof-structure remains
valid through rewriting.

There have been plenty of works and extensions of proof-nets: interaction nets [Laf90;
Laf95; Maz06], differential nets [ER06; Tra11], etc. It is a flexible structure able to capture
many logical aspects while leaving out much of the bureaucracy of proofs.

D.3.2 Encoding Higher-Order Languages
Being a graphical representation, proof-nets make an easily extensible, versatile represen-
tation for programs. Typically, as mentioned in Remark D.9 one can add to the graphical
language nodes representing constants and opaque operators, and update the rewriting sys-
tem accordingly. Similarly, one can extend the boxing constructs to other situations, such as
dealing with tests [LFHY14] and recursion [LFVY15].

A proof-net directly comes from the typing derivation: in the case of the quantum lambda
calculus, as the type system is based on linear logic the translation is immediate. For instance,
the term

⊢ (𝜆𝑓 .𝜆𝑥.𝑓 (𝑓 𝑥))𝜆𝑤.𝑀 ∶ 𝐴 ⊸ 𝐴
corresponds to the proof-net shown in Figure D.3. Figure D.3a corresponds to the original term
(modulo some yanking for legibility). The duplicated subterm 𝜆𝑤.𝑀 is the box on the right of
the cut, while the contraction on the left corresponds to the duplication of the variable 𝑓 . The
derelictions “open” the two copies of the box. The result of the copy and the opening of the
boxes is shown in Figure D.3b: it corresponds to 𝜆𝑥.(𝜆𝑤.𝑀)((𝜆𝑤.𝑀)𝑥). Finally, Figure D.3c
shows the beginning of the unfolding of the two “𝜆𝑤.”.

55



Chapter D Semantics
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𝐴⊥
𝐴

!(𝐴 ⊸ 𝐴)

(a) Original

⊗ ⊗

&

𝐴 ⊸ 𝐴

𝐴⊥ 𝐴

&

𝑀
𝐴⊥ 𝐴 &

𝑀
𝐴⊥ 𝐴

(b) Opening boxes

&

𝐴 ⊸ 𝐴

𝐴⊥ 𝐴

𝑀 𝑀
𝐴⊥𝐴

(c) Unfolding 𝜆’s

Figure D.3: Translation of ⊢ (𝜆𝑓 .𝜆𝑥.𝑓 (𝑓 𝑥))𝜆𝑤.𝑀 ∶ 𝐴 ⊸ 𝐴

D.3.3 Token-based Geometry of Interaction
Geometry of Interaction (GoI) stands as one of Girard’s flagship research project. Itsmain goal
consists in extracting the computational content of a proof, invariant under cut-elimination. If
Girard attacked this problem under many different angles [Gir89; Gir90; Gir95a; Gir03; Gir11],
the one will shall be focusing in this chapter is the token-based GoI [Gir89]. In this approach,
GoI can be seen as a procedure to construct a sequential data-flow machine, with a token
running in a proof net. In particular, it draws a direct link between high-level programming
constructs and low-level, assembly languages [Mac94; Mac95; DR99] —it has even been used
as a backbone for designing compilers, with the support for higher-order functions [GS11],
local, assignable states [Ghi07], concurrency [GS10], recursion [GSS11], etc.

In order to illustrate the difference between the standard approach and the contribution
presented in Section D.3.5, we propose a brief introduction of the IAM [DR99] —the Interaction
Abstract Machine—. We focus for this presentation on the multiplicative fragment MLL of
MELL —that is, without modalities. In this section, to relate with Section D.1.2, we follow the
notation presented in [LFVY15].

In the MLL fragment we consider, a formula is given by the grammar

𝐴, 𝐵 ∶∶= 𝛼 | 𝛼⊥ | 𝐴 ⊗ 𝐵 | 𝐴 &𝐵.
For the purpose of the discussion, and in line with Section D.1.2 we replace the units with
constants 𝛼 , ranging over fixed set of identifiers. A proof-net consists of the nodes (cut), (ax),
(⊗), (

&

), together with a dummy node (𝛼 ) with one conclusion of type 𝛼 and no premises.
The state of an IAM on a proof-net 𝜋 consists of a triple (𝑒, 𝑠, 𝑑) where 𝑒 is an edge of 𝜋 ,

𝑠 an address and 𝑑 is a direction ↑ or ↓. An address is a stack: a list of the literals 𝑙 and 𝑟 .
Cons is denoted with “∶”, while the empty stack is 𝜀 . An address represents the position of a
subformula inside a formula. For instance, the address 𝑟 ∶ 𝑙 ∶ 𝜀 points to 𝛼3 in the formula
(𝛼1 ⊗ 𝛼2) &(𝛼3 ⊗ 𝛼4).

A (reversible) rewrite system for IAM states is then derived from the structure of a net.
Following the naming convention for edges shown in Figure D.1, the rules for the token move-
ments in MLL proof nets are shown in Table D.4. An initial (resp. final) state of the IAM on an
MLL-net 𝜋 consists in a state of the form (𝑒, 𝑠, ↑) (resp. (𝑒, 𝑠, ↓)), where 𝑒 is a conclusion edge
of 𝜋 and 𝑠 points to a constant subformula of the formula attached to 𝑒. We write ℐ the set
of initial states and 𝒪 the state of final states.

Proposition D.11. If 𝜋 is an MLL-proof-net, the IAM machine deterministically sends initial
states to final states: it induces a bijection Σ𝜋 ∶ ℐ → 𝒪 . Furthermore, this bijection is invariant
under cut-elimination.

Figure D.5 shows the behavior of the IAM machine on the proof-net corresponding to the
cut of the proof of 𝛼1⊗𝛼2 ⊢ 𝛼2⊗𝛼1 and the proof of 𝛼2⊗𝛼1 ⊢ 𝛼1⊗𝛼2. This gives the identity
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(cut) (𝑒, 𝑠, ↓) → (𝑓 , 𝑠, ↑) (𝑓 , 𝑠, ↓) → (𝑒, 𝑠, ↑)
(ax) (𝑒, 𝑠, ↑) → (𝑓 , 𝑠, ↓) (𝑓 , 𝑠, ↑) → (𝑒, 𝑠, ↓)
up (⊗) (𝑔, 𝑙∶𝑠, ↑) → (𝑒, 𝑠, ↑) (𝑔, 𝑟∶𝑠, ↑) → (𝑓 , 𝑠, ↑)
up ( &) (𝑔, 𝑙∶𝑠, ↑) → (𝑒, 𝑠, ↑) (𝑔, 𝑟∶𝑠, ↑) → (𝑓 , 𝑠, ↑)
down (⊗) (𝑒, 𝑠, ↓) → (𝑔, 𝑙∶𝑠, ↓) (𝑓 , 𝑠, ↓) → (𝑔, 𝑟∶𝑠, ↑)
down ( &) (𝑒, 𝑠, ↓) → (𝑔, 𝑙∶𝑠, ↓) (𝑓 , 𝑠, ↓) → (𝑔, 𝑟∶𝑠, ↑)

Table D.4: Rules for the IAM token Machine, MLL fragment.

on 𝛼1 ⊗ 𝛼2. The token machine “realizes” the computation. Note for instance how the initial
state (𝑒, 𝑟∶𝜀, ↑) sitting on 𝛼2 goes to the terminal state (𝑜, 𝑟∶𝜀, ↓), corresponding to a token
also sitting on 𝛼2. Note also how this is invariant under the rewrite rule shown in Eq. (D.13).

This example generalizes: the IAM rewrite system on a proof-net 𝜋 realizes the compu-
tation described by the corresponding proof. The abstract machines stemming from such an
approach follow a call-by-name strategy [Mac95; DR99]: arguments are passed to their calling
functions without being evaluated. Formally, [DR99] makes a connection between the IAM
and the Krivine abstract machine (KAM) [Kri07].

& ⊗ & ⊗
e

fg

h

i

jk

p
m

n

o

(𝑒, 𝑟∶𝜀, ↑)

(𝑓 , 𝜀, ↑)

(ℎ, 𝜀, ↓)

(𝑗, 𝑙∶𝜀, ↓)(𝑘, 𝑙∶𝜀, ↑)

(𝑝, 𝜀, ↑)
(𝑛, 𝜀, ↓) (𝑚, 𝜀, ↑)

q

(𝑞, 𝜀, ↓)

(𝑜, 𝑟∶𝜀, ↓)(𝑜, 𝑙∶𝜀, ↓) (𝑒, 𝑙∶𝜀, ↑)

(𝑔, 𝜀, ↑)
(𝑖, 𝜀, ↓)

(𝑗, 𝑟∶𝜀, ↓)(𝑘, 𝑟∶𝜀, ↑)

𝛼1 ⊗ 𝛼2𝛼⊥1

&𝛼⊥2

𝛼⊥2

&𝛼⊥1𝛼2 ⊗ 𝛼1
(cut)

(ax)

(ax)(ax)

(ax)

Figure D.5: A run of the IAM token machine.

D.3.4 Limits of the Conventional Approach
For our purpose, the two main limits to this conventional, stateless token-based presenta-
tion of GoI are the strict sequentiality of the machinery and the fact that it is call-by-name.
As in the case of game semantics [AM97], directly handling call-by-value —without specific
encoding, such as CPS [Wad03]— typically requires side-effects [HMH14; Sch14].

The strict sequentiality is a problem in the context of additional nodes reflecting oper-
ations on atomic types. Suppose for instance that one of the type 𝛼 stands for the natural
numbers ℕ: we can add to token states a register holding a natural number, and have a spe-
cial node “+” for addition. If 𝑀 and 𝑁 are terms of type ℕ, the term ⊢ 𝑀 + 𝑁 ∶ ℕ then
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corresponds to some net

+

𝑀 𝑁

ℕ

ℕℕ

Computing with an IAM-style machine requires to start from the conclusion; but what should
we do when we reach the +-node? Should we go left, right? Traditional solutions involve
making an arbitrary choice on which premise the token should explore first. However, despite
the fact that this requires a state to store the intermediate result, in languages such as the
quantum lambda calculus, this is not always possible as some operators act on non-atomic
types —for instance, 2-qubit unitary gates act on qbit⊗qbit. This makes it difficult to adapt
to the single-token IAM, and requires a novel approach.

D.3.5 Multi-Token Geometry of Interaction
In order to answer the sequentiality problem listed in Section D.3.4, dal Lago et al. [LFHY14]
offers an alternative approach for a Geometry of Interaction: Instead of starting from con-
clusion to fetch values, values “flow” on their own from inputs towards conclusions —in a
call-by-value spirit. Instead of one single token, the GoI machine of [LFHY14] fires one to-
ken per potential value. Tokens are then emitted from negative conclusions and, if any, from
nodes introducing atomic types. This solves the problem discussed in Section D.3.4: each one
of the premises of the +-node eventually meets with a value-token. The problem [LFHY14]
addresses —in the very restricted case of MLL— is the synchronization issue: for the +-node
to fire, it needs both of its argument-tokens to have arrived, as shown in this example

+
ℕ

ℕℕ

(ax)

(ax)

ℕ⊥ ℕ⊥
+
ℕ

ℕℕ

(ax)

(ax)

ℕ⊥ ℕ⊥

(wait)
+
ℕ

ℕℕ

(ax)

(ax)

ℕ⊥ ℕ⊥

(unlocked)
+
ℕ

ℕℕ

(ax)

(ax)

ℕ⊥ ℕ⊥

This might however lead to deadlock, as illustrated in the following (bogus) run

+
ℕ

ℕℕ
(ax)(ax)

ℕ⊥
(cut)

ℕ⊥

+
ℕ

ℕℕ
(ax)(ax)

ℕ⊥
(cut)

ℕ⊥

(wait)

In the last panel, the +-box is unable to fire anything before the arrival of a token on its right
input. But this token will never come since it would be resulting from the output of the same
+-box.

Formally, dal Lago et al. [LFHY14] introduce proof-nets for SMLL, an extension of MLL
with synchronization points. The authors describe a correctness criterion for ruling out dead-
locks, and they present a token-based Geometry of Interaction where tokens flow from values
to conclusions. They then sketch how this can be used to model a strictly linear quantum
lambda calculus.
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Figure D.6: Instantiating and unrolling the net of Fig. D.3.

D.3.6 Towards a Quantum Geometry of Interaction

I joined the research project project at the time of the publication of [LFHY14], andmy
participation lead to two publications [LFVY15; LFVY17]. In this section, I summarize
the corresponding contributions.

The paper [LFVY15] presents a generalization of SMLL nets and their muti-token GoI to
support exponential modalities and recursive behavior. The resulting nets —called SMEYLL1—
therefore add to MELL-nets synchronization points and two additional boxes: the ⊥-box of
SMLL, to encode a primitive conditional, and the 𝑌 -box, to represent fixpoints. The presence of
fixpoints forces us to consider a restricted notion of reduction, namely closed surface reduction
(i.e., reduction never takes place inside a box). Cuts cannot be eliminated (in general) from
SMEYLL proofs, as one expects in a system with fixpoints. Reduction, however, is proved to
be deadlock-free, i.e., normal forms cannot contain surface cuts.

If we invite the reader to read the full paper for details [LFVY15], we present here a small
example to illustrate the setting. Let us instantiate the term of Section D.3.2 to

(𝜆𝑓 .𝜆𝑥.𝑓 (𝑓 𝑥))(𝜆𝑤.let ⟨𝑥, 𝑦⟩ = 𝑤 inCNOT⟨𝑥, 𝐻(𝑦)⟩)
The type 𝐴 is qbit ⊗ qbit, and the net is presented in Fig. D.6: Fig. D.6a and D.6b recall
the original state and the result of the partial unfolding. Fig. D.6c shows the final result,
and highlights an informal result: SMEYLL nets describe “folded” quantum circuits that the
rewriting unfolds.

SMEYLL nets are seen as interactive objects through a synchronous interactive abstract
machine (SIAM in the following). As for SMLL, multiple tokens circulate around the net si-
multaneously, and synchronize at sync nodes. In [LFVY15] however, SMEYLL nets and SIAM
tokens does not support probabilistic behavior and can only carry very simple additional states
such as natural numbers or Boolean values.

The follow-up paper [LFVY17] extends the setting to support quantum information and
probabilistic side-effects. The resulting model then supports all of the structures needed to
model the quantum lambda calculus. The model addresses two problems: the handling of
entanglement, and the probability behavior.

The problem of entanglement can be exemplified by the following example: in the state
1
√2 (|00⟩ + |11⟩), we want to be able to manipulate both qubits independently. In previous
approaches [Del08a; Del08b; DP08; HH17], either this was not possible, or the expressive
power of the system was too weak, lacking recursion and duplication [LFHY14; LZ14].

In the literature, probabilistic behavior is usually handled through sequentialization. This
can be done with the help of a reduction strategy, as in the probabilistic lambda calculus

1We thought of using the name “SMELLY” but it was ruled out despite my heavy lobbying
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[ETP14], or with the use of polarity [DH02; HMH14]. The proposal in [LFVY17] defines instead
a confluent probabilistic transition system that is both infinitary and parallel.

Unlike the original proposal of [SV06], the new framework proposed in [LFVY17] models
memory and choice effects in a parametric way, via amemory structure. Thememory structure
is presented in an algebraic manner and rely on nominal sets [Pit13]. This can be regarded
as a generalization of Staton’s equational system [Sta15], specific to quantum computation.
Compared to purely categorical presentations of quantum GoI [HH17], this semantics offers
a concrete, executable model where tokens follow the folded quantum circuit hidden inside a
quantum program.

D.4 A Categorical Semantics for Circuit-Description
Up until this point, in the presentation there have been two distinct lines of research. On
one hand, Chapter C discusses how quantum programming languages are all about circuit-
description languages. On the other hand, this chapter has only been presenting semantics
of quantum lambda calculi based on a very simple, QRAM operational semantics.

This section is devoted to closing the gap: we discuss a denotational semantics for a circuit-
description lambda calculus. The challenge is that circuits are syntactic description: one can-
not only rely on (some extension) of CPM. The usual suspect for sketching an answer is to
rely on pure categorical constructs to capture all of the required structures of the language.

Section D.4.1 introduces the existing attempts at formalizing circuit-description languages
with a focus on PRotoQuippeR: a formal, core subset of QuippeR expressed as an lambda cal-
culus extension for circuit manipulation. Section D.4.2 sketches the proposal of Rennela and
Staton [RS18a] for extending a concrete model of first-order quantum computation based on
𝐶∗ algebras to express quantum circuit manipulation. However, because circuits are identi-
fied with the operations they represent, the semantics fails at encompassing syntactic circuit
operations. Section D.4.3 discusses a purely categorical, more general semantics proposed by
Selinger and Rios [RS18b]. It is still limited in the sense that it only support a limited form of
measurement. Finally, Section D.4.4 presents our proposal, answering this problem [LPVX21].

The work presented in Section D.4.4 has been the result of the Ph.D thesis of이동호
(Dongho Lee) [Lee22] who I co-supervised with Valentin Perrelle (CEA-LIST/LSL).

D.4.1 Formalizing Circuit-Description Languages
The formalization of circuit description languages started with two research threads. Ar-
guably the first one is the formal language PRotoQuippeR [Ros15], aimed at describing the
core computational behavior of QuippeR. The other approach has been the language QWIRE
embedded in Coq [PRZ17], aiming at proving properties of quantum programs. Both works
follow a similar approach to quantum programming: the circuit is a data-structure that is
being constructed in a dynamic manner by a classical program. In the following I will con-
centrate on PRotoQuippeR, as its structure is closer to the quantum lambda calculus already
discussed in Section D.1.2. Moreover, PRotoQuippeR has been the seminal work for many
more improvements on the semantics side of quantum description languages [LMZ18; RS18b;
FKRS20; FKS20; LPVX21; CD22; FKRS22a; FKRS22b].

PRotoQuippeR can be regarded as an extension of the quantum lambda calculus. Instead of
sending gates to the QRAM one at a time, the language features a constructor box for turning
functions into circuits—i.e. buffering gates into an circuit-object that can then be manipulated
as any other object. This box-operation can be regarded as a kind of thunk [Ing61; HD96]
with partial evaluation [CD93]: a term box𝑀 will become a circuit-object, for instance a list
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of gates, but the gates will not be sent to the QRAM. In order to do so, another construct unbox
aims at “running” the circuit, effectively sending the gates downstream. Circuits are modeled
in the language using a special arrow-type circ: a circuit with input 𝐴 and output 𝐵 is typed
with circ(𝐴, 𝐵). We can therefore give the following type to box and unbox.

box ∶ !(𝐴 ⊸ 𝐵) ⊸ circ(𝐴, 𝐵),
unbox ∶ circ(𝐴, 𝐵) ⊸!(𝐴 ⊸ 𝐵).

The constant box makes a circuit out of the (partial evaluation) of a function, while box turns
a circuit into a function.

In the original PRotoQuippeR of Niel Ross [Ros15], the language would not support prob-
abilistic behavior. So measurement is only allowed as a circuit gate sending a wire of type
qubit to a wire of type bit. The possibility to turn a bit into a regular Boolean value on which
to run the if-then-else construct of lambda calculus —the dynamic lifting feature— is not part
of the formalism. It is then for instance not possible to realize dynamic circuits such as the
one sketched in Figure C.1b.

Following Ross’s work [Ros15], the team at Dalhousie has developed a categorical se-
mantics for circuit-description languages [RS18b], based on the variant PRotoQuippeRM. This
language and its categorical semantics has been the seminal work on which most of the
later works step up: [LMZ18] discusses (classical) recursion, [FKRS20; FKS20] generalizes the
model to support dependent-types, while [FKRS22a; FKRS22b] (with PRotoQuippeRDyn) and
[LPVX21] (with PRotoQuippeRL) study the addition of dynamic lifting to the language. The
former approach [FKRS22a; FKRS22b] describes the set of axioms required for the categorical
semantics to be sound, whereas the latter [LPVX21] constructs a concrete category based on
quantum channels, and shows how the branching stemming from measurements can be seen
as a Kleisli category in this framework (see Section D.4.4 for a more detailed discussion).

D.4.2 Semantics based on Operator Algebras
The semantics of regular, first-order quantum computation—with both unitaries and mea-
surements—have been studied for a long time. If one trend of research focuses on mathe-
matical, concrete models extending the original semantics of trace-non-increasing completely
positive maps [Sel04a; Wes16; Wes19], other works follows a more axiomatic approach. Sam
Staton [Sta15] in particular proposes a complete equational theory of first-order quantum
computation, characterized by unitary applications and measurements. The equational the-
ory is complete and comes with nine axioms, relying on 𝐶∗ algebras: positive elements of 𝐶∗
algebras can be regarded as observables in quantum theory. With Matthys Rennela [RS18a;
RS20], they later explore how to build a linear-non-linear category à la Benton [Ben94a]. The
model is very general and model any interacting computation involving a notion of circuit. To
recover quantum computation (with measurement), they instantiate the model on Staton’s
equational theory [Sta15] (and 𝐶∗-algebras). As presented, the model is therefore very in-
tentional: in its 𝐶∗ instantiation, one can for instance hardly count the number of gates of a
circuit within the model.

D.4.3 Semantics based on Category Theory
Following Ross’s formalization of PRotoQuippeR [Ros15], Rios and Selinger [RS18b] offer a
categorical semantics of a related circuit-description language dubbed PRotoQuippeRM. The
semantics accounts for the box and unbox operations, as well as—when correctly instantiated—
classical operator on circuits such as gate-count. The model is built from the following.

• A symmetric monoidal category 𝑀 . Objects corresponds to bunches of wires and mor-
phisms to circuits.
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Figure D.7: Example of quantum channel.

• A product-complete, symmetric monoidal closed category 𝑀 encapsulating 𝑀 . This
category is a technical vessel for the category 𝑀 defined next.

• A category 𝑀 aiming at modeling parameterized circuits: An object of 𝑀 is a pair
(𝑋 , {𝐴𝑥 }𝑥∈𝑋 ) where 𝑋 is a set and 𝐴𝑥 an object of 𝑀 . A morphism (𝑋 , {𝐴𝑥 }𝑥∈𝑋 ) →
(𝑌 , {𝐵𝑦 }𝑦∈𝑌 ) is a pair (𝑓0, {𝑓𝑥 }𝑥∈𝑋 ) where 𝑓0 ∶ 𝑋 → 𝑌 is a set-function and where for

all 𝑥 ∈ 𝑋 , 𝑓𝑥 ∶ 𝐴𝑥 → 𝐵𝑓0(𝑥) is a morphism of 𝑀 .

One can canonically construct the embedding 𝑝 ∶ Set → 𝑀 , and 𝑝 features an adjoint
functor ♭ ∶ 𝑀 → Set. This adjunction describes a linear-non-linear category and turns 𝑀
into a model of linear logic [Ben94b]. Moreover, it makes it possible to model boxing and
unboxing in a natural way: the homset 𝑀(𝐴, 𝐵) —the representation of a circuit between 𝐴
and 𝐵— can be regarded as a map 𝐴 ⊸ 𝐵 in 𝑀 .

If Rios and Selinger’s construction can be extended to support recursive datatypes and
fixpoints [LMZ18], it is a priori not expressive enough to support measurements as such.
Indeed, if syntactic circuits can feature wires of type bit, this bit cannot be lifted to a Boolean
value in the category 𝑀 of regular, classical computations.

D.4.4 Semantics for Circuits with Measurements
In [LPVX21], we propose the language PRotoQuippeRL, extending PRotoQuippeR with dy-
namic lifting. The box operation now not only captures unitary operations but also measure-
ments, so that one can for instance box the function

⊢ 𝜆𝑥.let 𝑧 = 𝐻 (qinit ff) in if meas 𝑧 then 𝑈 𝑥 else 𝑉 𝑥 ∶ qbit → qbit

(written in the language of Section D.1.2). Circuits are therefore now not only lists of gates,
but branching tree accounting for the choice to make for continuing a circuit after a measure.
Such generalized circuits are called quantum channel. A typical quantum channel is presented
in Figure D.7: the measurement spawns two independent branches, one for each result of the
measure. This follows the intuition drawn by the data-structure CircIO underlying QuippeR’s
Circ monad presented in Section C.1.2.2.

We design a companion concrete category 𝑀 of syntactic quantum channels that can ac-
count for (first-order) quantum computation with both unitaries and measurements, in the
similar spirit as what was proposed by Ross Duncan [Dun09]. In particular, the category 𝑀
is already monoidal closed and featuring products, so that we can identify 𝑀 and 𝑀 . We
show how in this situation, the category 𝑀 features a monad capturing branching side-effect
coming from the measure. This branching monad is the categorical interpretation of the Circ

monad of QuippeR. Quantum computations with dynamic lifting can then naturally be rep-
resented in the corresponding Kleisli category.
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Chapter E

Quantum Control and
Reversible Computation

A typical execution in the coprocessor model consists of elementary gates applied to the quan-
tum memory. The memory state consists of a superposition of basis elements: the gates are
applied indistinctly on all basis elements at once. This model can be summarized by the slo-
gan “quantum data, classical control” [Sel04a]. In this scheme, a quantum program is merely
a classical program with classical control-flow, manipulating a quantum memory. The only
thing in superposition in this model is the data.

However, a particular circuit combinator is hinting at a possibly finer execution model: the
control of an operator. This combinator makes it possible to filter out the state space and only
act on a subspace. A computationalmodel of purely quantum executions generalizes the notion
of controlled gate with quantum superposition of executions instead of only superposition of
data [Nie97]. One shifts from a model of classical control-flow of programs to a quantum
control-flow, where program (or circuits) can be superposed, yielding an alternative slogan:

“Quantum data, quantum control”.

This non-standard model of computation raises several challenges: this chapter discusses two
of them. The first one is whether this model is realistic and can bring anything new compared
to the standard circuit model. Another challenge of interest to us is the design of a suitable
language to express superpositions of programs. In particular, the difficulty is to preserve
unitarity.

• Section E.1 discusses the problem with the concrete implementation of quantum con-
trol. It discusses the literature on the subject and focuses on one of our main contribu-
tions: the quantum SWITCH [CDPV13]. This small protocol highlights how quantum
control is not reducible to quantum circuits even though it was shown to be physically
implementable. The section concludes by discussing the several approaches followed in
the literature to define a syntax for superpositions of executions. In particular, the sec-
tion discusses the notion of tests, loops, and recursion in a purely quantum context. It
describes the problems that one must overcome while designing a syntax for quantum
control.

• Section E.2 presents one of our contributions on the design of a syntax accounting for su-
perpositions of programs. We focus on an extension of lambda calculus featuring terms
in superposition, and we discuss the design of two possible type systems accounting
for superpositions of terms and unitarity [ADV17; DGMV19]. In this approach, the
language supports arbitrary linear combinations of terms. The type systems aims at
determining which terms are “valid”, i.e., make sense as quantum superpositions.
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• Section E.3 presents our other contribution for a syntax of quantum control [SVV18].
Leaving the realm of pure lambda calculus, we propose a language based on pattern
matching. The approach is dual to the one of Section E.2: Instead of allowing any
linear combination of any programs, the syntax enforces valid quantum programs from
first principles. We discuss how the language handles naturally both (some form of)
recursion and unitarity. We also discuss how the corresponding type system agrees
with an extension of linear logic: the logic μMALL [CSV23].

E.1 Implementing Quantum Control
Deciding to turn controlled gates into a general superposition of execution raises several ques-
tions: does it make sense in general? If yes, how does it differ from the regular model of
quantum circuits? And, last but not least, how to program in this model? Each subsection
addresses one question. Section E.1.1 discusses the debates pertaining to the physicality of
quantum control. Section E.1.2 presents our seminal contribution on the topic: the quantum
SWITCH. It consists in a minimal protocol exhibiting quantum superposition of execution.
We show how the quantum SWITCH cannot be realized with quantum circuits. Section E.1.3
finally reviews the attempts at capturing quantum control within a syntax, and highlights the
problems that occur.

E.1.1 Physicality of Quantum Control
This is part of a larger problematic: the physical Church-Turing thesis whose scope is to de-
scribe what computation means within the constrained imposed by the laws of physics.

Citing Gandy [Gan80], the standard Church-Turing thesis1 states that “Every effectively
calculable function is a computable function”. In the 1930s, on one hand, two main com-
putational models were developed: “purely mechanical devices”, the soon-to-become Turing
machines [Tur36], and Church and Kleene’s 𝜆-definable functions [Kle35a; Kle35b; Chu36].
On the other hand, as described by Turing [Tur38], the notion of effectively calculable “refers to
the intuitive idea without particular identification with any one of these definitions”. Turing
showed how these two definitions turn in fact out to be equal [Tur36], yielding the aforemen-
tioned thesis.

With its physical Church-Turing thesis, the problem unearthed by Gandy [Gan80] can be
summarized by asking what physical process can be regarded as a valid “purely mechanical
device”. Unlike approaches attempting at describing the notion of computability from an ax-
iomatic standpoint [DG08], Gandy derives a few physical principles entailing computational
constraints on the behavior of any reasonable physical machine. His thesis “M” then states
that “”what can be calculated by a machine is computable” [Gan80].

Gandy was only considering the context of classical machines, leaving open the case of
quantum computation. for the latter, Deutsch [Deu85] discussed its computational power
and derived that it is no more powerful than classical computation: is the case closed? The
question is not so clear. For instance, Nielsen [Nie97] discusses a paradox, with an (infinite-
dimensional) unitary operator solving the halting problem: unitaries being the core elemen-
tary constructions for quantum computation, how to reconciliate the paradox with Deutsch’s
thesis [AD12b; JS12a]? According to Arrighi &Dowek [AD12b], themain problem lies with the
infinite dimensionality that needs to be taimed: they provide a few physical principles, quan-
tum equivalent to the one proposed by Gandy and ruling out Nielsen’s paradox. This analysis
sheds a new light on the physicality of non-standard models of quantum computation, such
as quantum automata [Dow12; Arr19], and generally models based on indefinite causal orders:
quantum causal graphs [AM17]; causal boxes [PMMRT17]; routed quantum circuits [VKB21];

1According to Copeland [Cop17], the term “Church-Turing thesis” was coined by Kleene [Kle67]
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quantum switches [CDPV13; WC20]; supermaps [CDP08b; WDAB21]; extended circuit dia-
grams [LB21].

E.1.2 A Minimal Quantum Control: the Quantum SWITCH
One of the seminal work on quantum control and superposition of causal orders is [CDPV13],
presenting the simplest example of non-causal gate ordering: the so-called quantum SWITCH.
A presentation proceeds as follows. Suppose that you are given one single copy of a gate 𝑈
and a gate 𝑉 , and that you are asked to realize the operation SWITCH(𝑈 , 𝑉 ) acting on two
qubits 𝐴 and 𝐵:

|0⟩𝐴 ⊗ |𝑦⟩𝐵 ↦ |0⟩𝐴 ⊗ (𝑈𝑉 |𝑦⟩𝐵),|1⟩𝐴 ⊗ |𝑦⟩𝐵 ↦ |1⟩𝐴 ⊗ (𝑉𝑈 |𝑦⟩𝐵). (E.1)

Provided that 𝑈 and 𝑉 are unitary, it is easy to check that this 2-qubit operator is unitary.
Depending on the state of the first qubit, the action on the second qubit is either 𝑈𝑉 or 𝑉𝑈 .
But if the first qubit is in superposition, the action on the second qubit is non-causal.

Provided that 𝑈 and 𝑉 are known, fixed operators, SWITCH(𝑈 , 𝑉 ) can be synthesized as a
circuit without problem. The difficulty appears when 𝑈 and 𝑉 are unknown: we are therefore
looking for a “higher-order” circuit with two holes such as

|y〉B

U V

|x〉A

and whose behavior would be the one described in Eq. (E.1). As we showed in [CDPV13], such
a “circuit with a hole”, also known as quantum comb [CDP08a; CDP09], cannot possibly im-
plement the behavior of Eq. (E.1). Of course, the quantum SWITCH can be realized if you ever
had two copies of 𝑈 and 𝑉 —and if you were allowed to control unknown gates [FDDB14]—
as follows:

• • ∘ ∘
𝑈 𝑉 𝑉 𝑈

But with only one copy of each, this is not possible.
Despite this impossibility within the circuit model, not only the quantum SWITCH has

been shown to be physically realizable [PMAC+15; TCMG+21] but it has also been proven to
bring a computational advantage [ACB14; TCMG+21] to be relevant in the context of quantum
metrology [ZYC20] and thermodynamic [CVCC23].

E.1.3 Syntactic Approaches for Quantum Control
In order to analyze quantum superpositions of execution paths, another approach followed
in the literature consists in focusing on the programming language constructs able to yield
such a behavior. The focus is moved towards the control flow of a quantum computation
happening inside the coprocessor: a quantum control flow instead of the (standard) classical
control flow.

In conventional models of computation with algebraic effects such as non-deterministic or
probabilistic computation, a successful approach has been to adapt the versatile lambda calcu-
lus to the new paradigm. The mainstream technique consists in encapsulating the side-effect
inside a monad, following Moggi’s proposal [Mog89]: the effect is outside of the calculus, only
appearing as an epiphenomenon along the execution. A generic computational lambda calcu-
lus can be used for any side-effects representable with a monad. Another approach instead
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takes the algebraic effect as a part of the computation: the language is augmented with the
corresponding algebraic structure. In this paradigm, a term non-deterministically reducing to
𝑀 or to 𝑁 is typically represented with 𝑀 + 𝑁 [dP95]. Similarly, one can equip the lambda
calculus with a probabilistic sum [LZ12; Lev16], and more general cases can be handled by
furthermore adding scalar multiplications [Vau09].

E.1.3.1 Van Tonder’s Quantum Lambda Calculus
To make superpositions part of the computation, a natural solution therefore consists in con-
sidering superpositions of lambda-terms. The first author to try it out was van Tonder [Ton04]
in 2004. His proposal is very intuitive: instead of coding lambda-terms on a regular memory,
let us encode them on the quantum memory; the superposition therefore comes for free. In
this language, one can for instance write (𝜆𝑥.𝐻 𝑥) 1

√2 (0 + 1), represented in the memory as

|(⟩ ⊗ |𝜆⟩ ⊗ |𝑥⟩ ⊗ |.⟩ ⊗ |𝐻⟩ ⊗ |𝑥⟩ ⊗ |)⟩ ⊗ 1
√2 (|0⟩ + |1⟩),

and meant to reduce to |0⟩. The beta-reduction has to be encoded with quantum operations:
typically with with a unitary map. In his paper, van Tonder describes the three main problems
occurring along theway, and propose solutions to them. The first problem is the fact that beta-
reduction is not reversible: As for the case of reversible abstract machines [Klu99], this can be
countered by keeping track of previous moves. The second problem is concerned with implicit
weakening. Consider as an illustration the term 𝑘𝑒𝑡𝜆𝑥.0⊗ 1

√2 (|0⟩+|1⟩): a naive interpretation

yields 2
√2 |0⟩, whose norm is not 1. The problem comes from the non-linearity of the lambda-

term. Finally, the third problem occurs with non-trivial terms in superpositions. Consider for
instance 1

√2 (|(𝜆𝑥𝑦.𝑥) 1 0⟩+ |(𝜆𝑥𝑦.𝑦) 0 1⟩): although this state is arguably of norm 1, it should
reduce to a state of norm different from 1. Van Tonder then describes his solution, which is to
restrict the language to a system where terms in superposition have to be equal, apart for 0’s
and 1’s: this essentially amounts to only having classical control, as this corresponds precisely
to the quantum lambda calculus of [SV06]. In other words, this simple, naive approach fails
to capture any quantum control.

E.1.3.2 QML
The first successful attempt at quantum control can be traced back to QML [AG05a; AG05b;
AGVS05]: in this line of work, the authors present the first example of a programmable quan-
tum test, together with a compiler to circuits. In QML, it is possible to give a formal meaning
to the intuitive program

𝑥 ∶ qbit, 𝑦 ∶ qbit ⊢ if∘ 𝑥 then ⟨𝑥, 𝑈 𝑦⟩ else ⟨𝑥, 𝑉 𝑦⟩ ∶ qbit ⊗ qbit,
which inputs two qubit wires 𝑥, 𝑦 compiles down to the circuit

𝑥 • ∘

𝑦 𝑈 𝑉
The if∘-construct consists in a quantum test: unlike the if-then-else construct in the quantum
lambda calculus presented in Section D.1.2, the qubit 𝑥 is not measured, and both branches
happen in parallel. For this to make sense, we however need both branches to somehow yield
orthogonal states. For instance, the term

𝑥 ∶ qbit, 𝑦 ∶ qbit ⊢ if∘ 𝑥 then 𝑥 elseNOT 𝑥 ∶ qbit
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is not valid, since it maps 1
√2 (|0⟩ + |1⟩) to 2

√2 |1⟩, therefore not preserving the norm.
Altenkirch&Grattage proposes a small, first-order language with a simple type system

of tensors of qubits. The system comes with a syntactic notion of orthogonality, but, partly
because of the limited expressiveness of the type system it is very constrained. Despite its
limitations, it does compile to quantum circuits: it is therefore “fully quantum”.

E.1.3.3 Linear Algebraic Lambda Calculus
QML answers one of the problems of van Tonder’s quantum lambda calculus: superposing
distinct execution flows, but at the expense of expressiveness. An alternative to gain expressive
power is to lift part of the restrictions imposed by the encoding onto the quantum memory.

Instead of requiring a strict unitarity of the beta-reduction while asking for a norm condi-
tion on terms, Lineal, the linear, algebraic lambda calculus of Arright&Dowek [AD08; AD17]
support any linear combination of terms:

𝑀,𝑁 ∶∶= 𝑥 | 𝜆𝑥.𝑀 | 𝑀𝑁 | 𝛼 ⋅ 𝑀 | 𝑀 + 𝑁 | 0⃗
This line of work questions the fundamental notion of computation: what does it mean to
compute in a vector space [AD05]?

The operational semantics of Lineal formalizes the idea of “terms-as-operators”: a (pure)
term is seen as a basis vector. The application is then distributive over sum and scalar multi-
plication:

(𝛼1 ⋅ 𝑀1 + 𝛼2 ⋅ 𝑀2)(𝛽1 ⋅ 𝑁1 + 𝛽2 ⋅ 𝑁2) →∗
𝛼1𝛽1 ⋅ (𝑀1𝑁1) + 𝛼1𝛽2 ⋅ (𝑀1𝑁2) + 𝛼2𝛽1 ⋅ (𝑀2𝑁1) + 𝛼2𝛽2 ⋅ (𝑀2𝑁2), (E.2)

while the 𝜆-constructor is not, acting like a thunk [Ing61; HD96]. Formally, the beta-reduction
is extended with a set of rules for manipulating sum and scalar multiple of terms, such that
Eq. (E.2) can be deduced. Several possibilities exists: are terms considered modulo associativ-
ity and commutativity? modulo the algebraic equational theory? Each of these possibilities
provide sensible —and related— models of computation [DPTV10; ADPTV14]: as shown in
[AD05], the equational theory for vector spaces can be made into a confluent rewrite system.

Lineal follows a call-by-value reduction strategy. Or, more precisely, a call-by-base re-
duction strategy: (𝜆𝑥.𝑀)𝑉 only evaluates whenever 𝑉 is a pure term: a term that is not a
distribution.

The underlying idea is that terms are regarded as generalized operators. In particular, it
is then possible to encode matrices:

𝑈 ≜ ( 𝛼 𝛽
𝛿 𝛾 )

can be regarded as amap acting on the space of terms generated by tt ≜ 𝜆𝑥𝑦.𝑥 and ff ≜ 𝜆𝑥𝑦.𝑦 .
The matrix 𝑈 can be modeled with

𝑀𝑈 ≜ 𝜆𝑏.𝑏 (𝜆𝑧.(𝛼 ⋅ tt + 𝛿 ⋅ ff))(𝜆𝑧.(𝛽 ⋅ tt + 𝛾 ⋅ ff))𝜆𝑧.𝑧.
The term 𝑀𝑈 (𝑎 ⋅ tt+ 𝑏 ⋅ ff) then reduces to (𝑎𝛼 + 𝑏𝛽) ⋅ tt+ (𝑎𝛿 + 𝑏𝛾) ⋅ ff, corresponding to the
operation

( 𝛼 𝛽
𝛿 𝛾 ) ( 𝑎

𝑏 ) .
As Arrighi &Dowek discuss, in Lineal one can encode matrices, vectors, but also tensor prod-
ucts, and therefore simulate quantum circuits.
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If this extension of lambda calculus looks promising, it is however to take with care. In-
deed, consider the following term

𝑌𝑀 ≜ (𝜆𝑥.(𝑥𝑥 + 𝑀))(𝜆𝑥.(𝑥𝑥 + 𝑀)). (E.3)

The term 𝑌𝑀 reduces to 𝑌𝑀 + 𝑀 . But then 𝑌𝑀 − 𝑌𝑀 is beta-equivalent to both 𝑀 and 0, the
null vector: all terms collapse to zero.

Arrighi &Dowek address the problem by by enforcing a rewriting strategy disallowing the
reduction of terms such as 𝑌𝑀 − 𝑌𝑀 . This consistency problem however appears in many
algebraic extensions of lambda calculi, and several approaches to deal with the problem have
been proposed in the literature [Vau09; Val10b; Val13a].

E.1.3.4 Other Algebraic Extensions of Lambda Calculus
Lineal fits within the large class of algebraic extensions of lambda calculus. The origin of the
study can be traced back to Breazu-Tannen, discussing code optimization at compilation time
[BM87], and how replacing x - x with 0 can be problematic within an untyped setting. This
seminal paper yielded a line of works showing how type discipline can help [Bre88], and how
the consistency of the system is related to the confluence of the underlying algebraic rewrite
system, whether in a typed [BG89; BG91; BG94] or in an untyped setting [Dou92].

Algebraic lambda calculi in the style of Lineal —that is, where linear combinations of terms
are themselves terms— were introduced concurrently to Arrighi &Dowek [AD08] within the
context of the differential lambda calculus [ER03], stemming from an analysis of quantitative
models of linear logic [Ehr02]. The interaction of the algebraic structure and the lambda
calculus in this context has then been studied by Vaux [Vau09], who rediscovered the problems
discussed by Breazu-Tannen 20 years earlier [BM87]. With linear combinations, the algebraic
structure of terms is very rigid, and Vaux discusses several ways to recover consistency: with
a type system enforcing strong normalization of terms, or with positive scalars (thus ruling
out terms such as the one of Eq. (E.3)), or with finitely splittable scalars.

Compared to Arrighi &Dowek approach, Vaux’s algebraic lambda calculus [Vau09] is call-
by-name: application is not distributive on the right, so

(𝜆𝑥.𝑀)(𝛼 ⋅ 𝑁1 + 𝛽 ⋅ 𝑁2) → 𝑀[𝑥 ∶= 𝛼 ⋅ 𝑁1 + 𝛽 ⋅ 𝑁2]
while

𝑀(𝛼 ⋅ 𝑁1 + 𝛽 ⋅ 𝑁2) ≠ 𝛼 ⋅ 𝑀𝑁1 + 𝛽 ⋅ 𝑀𝑁2.
The two are incompatible, as it is already the case, say, in probabilistic computation: tossing
a coin and duplicating the result is not the same thing as tossing twice the coin.

E.2 Typing Superpositions of Lambda-Terms
This section presents our work on the development of a type system for the lambda calculus
presented in Section E.1.3.3. Extended with linear combinations of terms, this lambda calculus
aims at modeling quantum superposition of programs.

The challenge addressed in this section concerns the validity of a lambda-term in super-
position. How can we decide whether such a program indeed represent a physical, quantum
operation? We want for instance a program to correspond to a unitary operation.

One of the formal tool to separate “valid” programs from “invalid” ones is the use of a type
system. It consists in a formal term annotation, stable under composition, and characteriz-
ing a property we want “valid” program to satisfy. Typical use-cases for a type system are
termination and error-freeness.
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This section presents two type systems for a linear algebraic lambda calculus. The type
system of Section E.2.1 comes as a set of sophisticated, compositional definitions. Proving
properties of well-typed terms then requires complex proofs. The type system presented in
Section E.2.2 is instead defined organically using the operational semantics: a type is a set
of terms with suitable properties. The compositionality of the type system is derived as a
corollary. We discuss how the system we obtain is more fine-grained.

Both of the works presented here are collaborations with Alejandro Díaz Caro. The
one discussed in Section E.2.1 started while Alejandro was doing his Ph.D—we are still
collaborators nowadays. In Section E.2.2, I develop a work Alejandro and I realized
later on, on a collaboration with the logic group in Montevideo (Uruguay).

E.2.1 An Axiomatic Type System: Vectorial System-F
As discussed in Section E.1.3.4, the simplest strategy to recover consistency for an algebraic
lambda calculus is to add a type system enforcing termination.

Vaux’s simple type system is very natural: it consists in typing ∑𝑖 𝛼𝑖 ⋅ 𝑀𝑖 with 𝐴 as long
as each 𝑀𝑖 can be typed with 𝐴. This approach is akin to the approach one can follow in the
context of probabilistic or non-deterministic behavior: terms “in superpositions” should share
the same type 𝐴, and the overall “computation” is then given the type 𝐴.

Instead, the approach we followed in [ADV17] is to allow terms with distinct types to be
summed. This section describes the approach.

E.2.1.1 Simply-Typed Vectorial Lambda Calculus
The grammar for the vectorial lambda calculus is the same as the one of Lineal, presented in
Section E.1.3.3. A simple type system is as follows:

𝐴, 𝐵 ∶∶= 𝑋 | 𝐴 ⇒ 𝐵.
Following the Lineal approach, the rewrite-system of the vectorial lambda calculus is call-by-
base.

Coding Qubits. In the regular lambda calculus the Boolean values tt and ff can be coded
with 𝜆𝑥𝑦.𝑥 and 𝜆𝑥𝑦.𝑦 . These terms can both be typed with 𝑋 ⇒ 𝑋 ⇒ 𝑋 . Within the
vectorial lambda calculus, it is possible to write any linear combination

𝛼 ⋅ 𝜆𝑥𝑦.𝑥 + 𝛽 ⋅ 𝜆𝑥𝑦.𝑦 ,
and the typing rules can give to all of these terms the type 𝑋 ⇒ 𝑋 ⇒ 𝑋 . If scalars range
over the complex field, and if we impose |𝛼 |2 + |𝛽|2 = 1, we can claim to have embedded the
state of quantum bits in the vectorial lambda calculus.

Quantum If. With the Boolean values coded as 𝜆𝑥𝑦.𝑥 and 𝜆𝑥𝑦.𝑦 , in the regular lambda
calculus, the if-then-else construct if𝑀 then𝑁 else 𝑃 can simply be written with (𝑀𝑁)𝑃 .
As we are in a call-by-value setting, we want to forbid the branches of the test to evaluate: we
can use thunks [Ing61; HD96] to “freeze” the computations in the branches, as follows:

if𝑀 then𝑁 else 𝑃 ≜ ((𝑀(𝜆𝑧.𝑁 ))(𝜆𝑧.𝑃)) ∗ (E.4)

where 𝑧 is a fresh variable and ∗ is any closed normal form, for instance 𝜆𝑥.𝑥 .
The vectorial lambda calculus being call-by-value, we can rely on the encoding of Eq. (E.4)

to emulate the behavior of a “quantum test” as in QML. As the language does not enforce
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any unitary constraints, we can in fact encode any matrix. Consider for instance the map 𝑈
sending tt to 𝛼 ⋅ tt+ 𝛽 ⋅ ff and ff to 𝛾 ⋅ tt+ 𝛿 ⋅ ff. The operator 𝑈 can be emulated with the term

𝑈 ≜ 𝜆𝑥.if 𝑥 then (𝛼 ⋅ tt + 𝛽 ⋅ ff) else (𝛾 ⋅ tt + 𝛿 ⋅ ff) (E.5)

using the encoding of Eq. (E.4).
Typing the operator 𝑈 with the simple type system is akin to typing if-then-else in the reg-

ular simply-typed lambda calculus: to get a portable solution the type systemmisses universal
quantifiers. Such quantifiers can be à priori easily added to the vectorial lambda calculus, with
the two standard typing rules

Δ ⊢ 𝑀 ∶ ∀𝑋.𝐴
Δ ⊢ 𝑀 ∶ 𝐴[𝑋 ∶= 𝐵]

Δ ⊢ 𝑀 ∶ 𝐴 𝑋 ∉ FV(Δ)
Δ ⊢ 𝑀 ∶ ∀𝑋.𝐴

The Boolean values (and their linear combinations) can then be typed with ∀𝑋.𝑋 ⇒ 𝑋 ⇒ 𝑋 ,
and the operator 𝑈 with

(∀𝑋.𝑋 ⇒ 𝑋 ⇒ 𝑋) ⇒ (∀𝑋.𝑋 ⇒ 𝑋 ⇒ 𝑋).
However, as expressive as it is this type system is unable to capture algebraic properties
of terms. Several studies have in particular been performed by Arrighi &Díaz-Caro [AD09;
ADV11; AD12a; ADV17; DD17], with the addition of scalars or more generally a vectorial
structure to types.

E.2.1.2 Quantifiers: Vectorial System-F
The objective of this section is to present the work initiated in [ADV11] and achieved in
[ADV17]. Its aim is to capture some algebraic properties of the vectorial lambda calculus
within a type system. Schematically, if 𝑀 ∶ 𝐴 and 𝑁 ∶ 𝐵, we aim at a meaningful way of
saying that 𝛼 ⋅ 𝑀 + 𝛽 ⋅ 𝑁 is of type 𝛼 ⋅ 𝐴 + 𝛽 ⋅ 𝐵. The type-system should also be expressive
enough to be able to give a parametric type to the operator 𝑈 presented in Eq (E.5). This was
conceived as a first step towards a type system enforcing unitarity constraints.

The language of Section E.2.1.1 is now equipped with the type grammar

Types 𝑇 , 𝑅, 𝑆 ∶∶= 𝑈 | 𝛼 ⋅ 𝑇 | 𝑇 + 𝑅 | 𝕏,
Unit Types 𝑈 , 𝑉 ,𝑊 ∶∶= 𝒳 | 𝑈 ⇒ 𝑇 | ∀𝒳.𝑈 | ∀𝕏.𝑈 .

The type system acknowledges the fact that any term is first and foremost a linear combina-
tion of base terms: a general type is therefore a linear combination of unit types, where pure
types are meant to type base terms. A base type cannot be a linear combination: it is there-
fore either an arrow-type or a quantified type. The type system features two kinds of type
variables: type variables 𝕏 standing for general types, and type variables 𝒳 standing for unit
types. Arrow types reflect the fact that the language is call-by-base: the domain of an arrow
type is a unit-type. Indeed, consider 𝜆𝑥.𝑀 : although 𝑀 can be any term, the term variable 𝑥
can only be replaced by a base term, and base terms are meant to be typed with unit types.

The types come equipped with an equivalence relation ≡, defined as follows:

1 ⋅ 𝑇 ≡ 𝑇 𝛼 ⋅ 𝑇 + 𝛽 ⋅ 𝑇 ≡ (𝛼 + 𝛽) ⋅ 𝑇
𝛼 ⋅ (𝛽 ⋅ 𝑇 ) ≡ (𝛼𝛽) ⋅ 𝑇 𝑇 + 𝑅 ≡ 𝑅 + 𝑇

𝛼 ⋅ 𝑇 + 𝛼 ⋅ 𝑅 ≡ 𝛼 ⋅ (𝑇 + 𝑅) 𝑇 + (𝑅 + 𝑆) ≡ (𝑇 + 𝑅) + 𝑆
This relation is used in the typing rules for the algebraic aspect of the language, as follows:

Γ ⊢ 𝑀 ∶ 𝑇
Γ ⊢ 𝛼 ⋅ 𝑀 ∶ 𝛼 ⋅ 𝑇 (𝛼𝐼 ) Γ ⊢ 𝑀 ∶ 𝑅 Γ ⊢ 𝑁 ∶ 𝑇

Γ ⊢ 𝑀 + 𝑁 ∶ 𝑅 + 𝑇 (+𝐼 ) Γ ⊢ 𝑀 ∶ 𝑅 𝑅 ≡ 𝑇
Γ ⊢ 𝑀 ∶ 𝑇 (≡)
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Finally, the term 0 can be given any inhabitated type, as follows:

Γ ⊢ 𝑀 ∶ 𝑇
Γ ⊢ 0 ∶ 0 ⋅ 𝑇 (0𝐼 )

This rules out the possibility to introduce bogus, empty types inside a linear combination. It
stems from the fact that the only possible way to introduce a 0-term is through the rewrite
rule 0 ⋅ 𝑀 → 0.

One peculiar thing to note in the type system is the absence of a 0-type: there is no notion
of “empty” linear combination of types. One of the reason is consistency: With a 0-type, it
would make sense to ask for 0 ⋅ 𝑇 ≡ 0, thus rendering all 0-scalared types equal, including
empty ones.

Dealing with functions. The typing rule for the lambda-abstraction follows the intuition
given while describing the type system:

Γ, 𝑥 ∶ 𝑈 ⊢ 𝑀 ∶ 𝑅
Γ ⊢ 𝜆𝑥.𝑀 ∶ 𝑈 ⇒ 𝑅 (⇒𝐼 )

The rule for the application is more involved, as we want to be able to handle for instance
terms of the form (𝑀1 + 𝑀2)(𝑁1 + 𝑁2). For the purpose of the discussion, we only give an
example and we invite the reader to consult the full paper [ADV17] for details.

Because quantifiers can only happen at the level of unit-types, the typing rule for appli-
cation contains both an arrow-elimination and a quantifier-elimination. In order to illustrate
what we mean, assume that we have defined pairs and projections in the usual way, using
the second-order. Now, the term (𝜋1 + 𝜋2)(⟨𝑈1, 𝑈2⟩ + ⟨𝑉1, 𝑉2⟩) reduces to 𝑈1 + 𝑈2 + 𝑉1 + 𝑉2:
assuming that the 𝑈𝑖’s and 𝑉𝑖’s are well-typed, this should also be well-typed. Following the
way the rewrite procedure distributes the application over the sum, the rule can be stated as

Γ ⊢ 𝑀 ∶ ∀𝒳𝒴.(𝒳 × 𝒴 ⇒ 𝒳) + ∀𝒳𝒴.(𝒳 × 𝒴 ⇒ 𝒴) Γ ⊢ 𝑁 ∶ (𝑈1 × 𝑈2) + (𝑉1 × 𝑉2)
Γ ⊢ 𝑀𝑁 ∶ 𝑈1 + 𝑈2 + 𝑉1 + 𝑉2.

Both of the types 𝑈1 ×𝑈2 and 𝑉1 ×𝑉2 are matched against the domain 𝒳 ×𝒴 of the function,
and in each case each summand of the type of the function yields its part, therefore producing
all of the 𝑈𝑖’s and 𝑉𝑗 ’s.

This instance of the application rule features all of the subtleties of the general version
presented in [ADV17].

Discussion. The vectorial lambda calculus can emulate (finite-dimensional) linear opera-
tions: one can encode quantum circuits in the language. The proposed vectorial System-F is
then expressive enough to correctly type this encoding. Moreover, the type system enforces
consistency: all typed terms are strongly normalizing. However, the standard property of
subject reduction, stating that if 𝑀 → 𝑁 and 𝑀 ∶ 𝐴 then 𝑁 ∶ 𝐴 does not quite hold in our
system. The problem comes from the mismatch between the equivalence on types that does
not equate 𝑇 and 𝑇 + 0 ⋅ 𝑅 and the rewrite system, sending all terms of the form 0 ⋅ 𝑀 to 0.
The language however features a weakened version, based on a relation ⊒ satisfying several
rules, among which 𝑇 ⊒ 𝑇 + 0 ⋅ 𝑅, capturing the “problem” with the zero-term.

E.2.2 A Type System Based on Realizability
Two strategies can be followed in order to design a type system. On one hand, one can define
a formal grammar of types, and types can then be attached to terms using an (external) set
of axiom rules. This is what has been done in Section E.2.1 A type system usually aims at
capturing various properties of typed terms: These properties are then proven from the typing
rules, as corollaries. On the other hand, one can follow the route of realizability [Kle45] and
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instead define types inductively, as sets of terms. The properties to enforce on typed terms can
be added as constraints on the definition of the types. In this situation, typing rules becomes
lemmas to be proven, instead of primitive axioms. The fact that a well-typed term verifies one
of desired property is obtained “by definition”.

E.2.2.1 Example based on simply-typed lambda calculus
The archetypal example is the proof of strong normalization of a typed lambda calculus. On
one hand, one can set up the type up front with an abstract grammar:

𝑀,𝑀 ∶∶= 𝑥 | 𝜆𝑥.𝑀 | 𝑀𝑁 ,
𝐴, 𝐵 ∶∶= 𝜎 | 𝐴 ⇒ 𝐵,

set up a notion of typing judgment 𝑥1 ∶ 𝐴1, … , 𝑥𝑛 ∶ 𝐴𝑛 ⊢ 𝑀 ∶ 𝐵 and define what it means
to be a valid typing judgment with a series of typing rules, posed as axioms:

Δ, 𝑥 ∶ 𝐴 ⊢ 𝑥 ∶ 𝐴
Δ, 𝑥 ∶ 𝐴 ⊢ 𝑀 ∶ 𝐵
Δ ⊢ 𝜆𝑥.𝑀 ∶ 𝐴 ⇒ 𝐵

Δ ⊢ 𝑀 ∶ 𝐴 ⇒ 𝐵 Δ ⊢ 𝑁 ∶ 𝐴
Δ ⊢ 𝑀𝑁 ∶ 𝐵 (E.6)

The rewrite system of lambda calculus is based on beta-reduction: 𝑀 → 𝑁 is defined as
the smallest congruent relation satisfying (𝜆𝑥.𝑀)𝑁 → 𝑀[𝑥 ↦ 𝑁]. It is well-known that
although the untyped lambda calculus is not strongly normalizing, the simply-typed fragment
is. A proof can be designed using reducibility candidates [Tai67; GLT90].

The intuition behind reducibility candidates consists in defining for each type 𝐴 a set of
terms RED𝐴, called reducibility candidates of type𝐴. They are defined by induction, following
the “structure” of the types. For instance,𝑀 ∈ RED𝐴⇒𝐵 whenever for all𝑁 ∈ RED𝐴, we have
𝑀𝑁 ∈ RED𝐵 . For the base case RED𝜎 , we enforce the desired property: 𝑀 ∈ RED𝜎 whenever
it is strongly normalizing and of type 𝜎 . One then derives various properties of these sets of
terms, from which one can conclude strong normalization of well-typed terms.

An alternative approach to typing consists in directly starting from the computational be-
havior given by the beta-reduction. In this setting, we start from an untyped lambda calculus,
and we define types in a semantic manner as closed normal forms. A term 𝑀 is a realizer for
a type 𝐴, denoted with 𝑀 ⊩ 𝐴, if 𝑀 reduces to a term in 𝐴. We then define the arrow (⇒)
as an operator on sets of terms as follows:

𝑋 ⇒ 𝑌 ≜ { 𝜆𝑥.𝑀 closed term | ∀𝑁 ∈ 𝑋, 𝑀[𝑥 ↦ 𝑁] ⊩ 𝑌 } . (E.7)

Note how realizers of 𝑋 ⇒ 𝑌 are strongly normalizing when the realizers of 𝑋 and 𝑌 are
strongly normalizing. Typing judgments of the form 𝑥1 ∶ 𝐴1, … , 𝑥𝑛 ∶ 𝐴𝑛 ⊢ 𝑀 ∶ 𝐵 are then
defined as a shortcut notation for

∀𝑁1 ∈ 𝐴1, …𝑁𝑛 ∈ 𝐴𝑛, 𝑀[𝑥1 ↦ 𝑁1, … , 𝑥𝑛 ↦ 𝑁𝑛] ⊩ 𝐵.
The 3 typing rules of Eq. (E.6) then become lemmas: we essentially have to choose as base
type 𝜎 a set of strongly normalizing closed terms…

The system is very versatile: it can be applied to extended lambda calculi, and other type
operators can be constructed from their computational interpretation: products, co-products,
lists, quantifiers, etc [Lep16].

E.2.2.2 Weak Vector Spaces
A realizability model heavily relies on the computational behavior of an untyped language. As
discussed in Section E.1.3.3, without types the consistency of the vectorial lambda calculus is
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not guaranteed, seemingly jeopardizing any meaningful notion of normal form and, therefore,
computation.

In a research thread [Val10b; Val13a], we propose a solution to this problem. The idea is
akin to what was proposed for the algebraic structure of the vectorial system-F: disconnect
the 0-vector and vectors scaled to 0: the latter register what information got zero-ed out while
in the former case everything is discarded. When the information is consistent one can indeed
identify both approaches — but this is not possible anymore if the information is inconsistent,
as for instance with the term 𝑌𝑀 of Eq. (E.3).

The solution we propose for retaining consistency in a vectorial lambda calculus where
arbitrary fixpoints are allowed is to weaken the equations of module by disallowing the rule
equating 0 ⋅ 𝑀 and 0⃗: if we still have 𝑌𝑀 − 𝑌𝑀 = 0 ⋅ 𝑌𝑀 , one cannot anymore get to 0⃗.
Formally, if (𝒜 , 1, ⋆, 0, +) is a ring, an weak 𝒜 -module (𝑀, +, 0⃗, ⋅) is the data consisting of a
commutative monoid (𝑀, +, 0⃗) and an operation (⋅) ∶ 𝒜 ×𝑀 → 𝑀 such that for all 𝑎, 𝑏 ∈ 𝒜
and for all 𝑥, 𝑦 ∈ 𝑀 ,

𝑎 ⋅ (𝑥 + 𝑦) = 𝑎 ⋅ 𝑥 + 𝑎 ⋅ 𝑦 , 𝑎 ⋅ (𝑏 ⋅ 𝑥) = (𝑎 ⋆ 𝑏) ⋅ 𝑥,
(𝑎 + 𝑏) ⋅ 𝑥 = 𝑎 ⋅ 𝑥 + 𝑏 ⋅ 𝑥, 1 ⋅ 𝑥 = 𝑥.

In particular, we do not impose 0 ⋅ 𝑥 = 0⃗, meaning that 0⃗ is not the same as 𝑥 + (−1) ⋅ 𝑥 .
By turning the vectorial lambda calculus into a weak module, the term 𝑌𝑀 −𝑌𝑀 still exists

but cannot be used to collapse the equational theory anymore: it does not equate 0⃗ anymore.
This has been formalized in [Val13a], where I show how a typed vectorial lambda calculus
with fixpoint based on an equational theory of weak-module admits a non-trivial model.

E.2.2.3 Realizability Model Capturing Unitary
Based on [Val13a], it is possible to give a sound computational interpretation of a vectorial
lambda calculus (based onweak-modules). With such a computational interpretation, one can
then design a realizability model. Interestingly enough, it is even possible to capture within a
type system a notion of unitarity: this is the topic of a collaboration with Alejandro Díaz Caro,
Mauricio Guillermo and Alexandre Miquel [DGMV19].

The language we consider is a (vectorial) lambda calculus extended with constructs to deal
with a unit term ⋆, pairing and (binary) injections. For the purpose of the discussion, we note
the pairing of 𝑀 and 𝑁 as ⟨𝑀, 𝑁 ⟩, and we consider Boolean values tt and ff defined in the
usual way using injections. The pairing is bilinear with respect to the weak module structure,
so for instance we have

⟨𝑀1 + 𝑀2, 𝛼 ⋅ 𝑁 ⟩ = 𝛼 ⋅ ⟨𝑀1, 𝑁 ⟩ + 𝛼 ⋅ ⟨𝑀2, 𝑁 ⟩.
The operational semantics is “call-by-base”: one does not reduce under lambda-abstractions.

Notation E.1. For this section, we use the following notation: 𝑉 ,𝑊 stands for pure values:
lambda-abstractions, pairs of values, or injections of values ; 𝑉 , �⃗� stands for linear combina-
tions of pure values, and 𝑀,𝑁 stands for general terms.

Since the ring is the field of complex numbers, we show in the paper that some of the
notion of Hilbert spaces can be defined in this weakened context. In particular, one can define
the naive notion of scalar product and ℓ2-norm as follows:

⟨ ∑𝑖 𝛼𝑖 ⋅ 𝑉𝑖 | ∑𝑗 𝛽𝑗 ⋅ 𝑊𝑗 ⟩ = ∑𝑖,𝑗 𝛼𝑖𝛽𝑗 ⋅ 𝛿𝑉𝑖,𝑊𝑗
|| ∑𝑖 𝛼𝑖 ⋅ 𝑉𝑖 || = √∑𝑖 |𝛼𝑖|2
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where the 𝑉𝑖’s and the 𝑊𝑗 ’s are pure values and 𝛿𝑉 ,𝑊 = 1 if 𝑉 = 𝑊 and 0 otherwise2. This
gives a notion of orthogonality, making for instance tt and ff orthogonal. We can define the
span span(𝑋) and the basis ♭𝑋 of a set of terms 𝑋

span(𝑋) = { ∑𝑛
𝑖=1 𝛼𝑖 ⋅ 𝑀𝑖 | 𝑛 ∈ ℕ, ∀𝑖, 𝑀𝑖 ∈ 𝑋 } ,

♭𝑋 = { 𝑉 | 𝛼 ⋅ 𝑉 + 𝑀 ∈ 𝑋 } .
We can also define the unit sphere of values as

𝑆1 = { 𝑉 | ||𝑉 || = 1 } .
This gives a canonical notion of “normalized vector” in the “vector space” of linear combina-
tions of terms.

In this model, the type of Boolean values can then be defined as 𝔹 ≜ { tt, ff }, and the type
of quantum bits as ℚ ≜ span(𝔹) ∩ 𝑆1. A qubit is then literally a superposition of Boolean
values.

In general, we define a unitary type as a subset of 𝑆1: In [DGMV19], on top of ♭ we define
several unitary type operators, among which:

𝐴 × 𝐵 = { ⟨𝑉 , �⃗� ⟩ | 𝑉 ∈ 𝐴, �⃗� ∈ 𝐵 } , 𝐴 ⊗ 𝐵 = span(𝐴 × 𝐵) ∪ 𝑆1.
Note how ℚ ⊗ ℚ consists in normalized linear distributions of pairs of Boolean values.

We can define function types as discussed for Eq. (E.7), and from the system we can derive
that the function type ℚ → ℚ correspond to unitary operators on the Hilbert space ℂ2. We
then derive a set of typing rules [DGMV19, Tab. 6], providing a compositional way to construct
terms that enforces unitarity “by construction”.

Discussion. In order to assess the expressiveness (and the versatility) of the language, we
show how to embed the quantum lambda calculus (albeit without measurement), similar to
the one discussed in Section D.1.2. Moreover, because of vectorial structure of the language,
we show that we can also define a control operator, and, in general define a form of quantum
SWITCH (discussed in Chapter E), thus offering a framework for both classical and quantum
control.

However, although this paper offer a solution to the long-standing question of seeing vec-
torial lambda calculus as a medium for representing quantum computation, it is still unsat-
isfactory. The main limitation stands in the discrepancy between the semantic interpretation
of unitary terms in the realizability model and their concrete, syntactic structure. Being in-
herently based on the non-reversible beta-reduction of lambda calculus, the computational
behavior of a general (unitary) term can hardly be compositionally interpreted as (or com-
piled into) a quantum program. Furthermore, the model is based on weak modules, blurring
a potential correspondence with quantum computation.

E.3 Reversible and Quantum Pattern-Matching
The vectorial lambda calculus is based on a inherently irreversible model of computation.
Instead of trying to adjust its defects to purely quantum computation, an alternative approach
consists in changing the paradigm and moving towards reversible computation.

This section is devoted to amodel of computation alternative to lambda calculus, reversible
and based on pattern-matching [SVV18]. This computational model shares links with the
vectorial lambda calculus, yet it allows a finer control over problematic aspects: there is no
need for weak modules, yet the system supports a notion of recursive behavior.

2There is some subtlety in term equality. Please refer to the paper [DGMV19] for details
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Section E.3.1 presents the concept of reversible language, while Section E.3.2 discusses
how reversible pattern-matching can be seen as a primitive design for a reversible language.
Section E.3.3 sketches its categorical interpretation, while Section E.3.4 provides an strategy
for introducing inductive types and recursion. Section E.3.5 discusses how to extend the lan-
guage to quantum control, and Section E.3.6 reviews a Curry-Howards interpretation based
on the logic μMALL.

If this line of work started from an epistolary discussion with Amr Sabry and Juliana
Vizzotto, it has become one of my main research vehicle in recent years. In particular,
reversible pattern matching has been the subject of the Ph.D of my students Kostia
Chardonnet [Cha23], co-supervised with Alexis Saurin (IRIF) and Louis Lemonnier
[Lem24], co-supervised with Vladimir Zamdzhiev.

E.3.1 Background on Reversible Language
Discussed in Section C.2.1, the subject of reversible computation has spurred an avenue of
research in programming languages and type systems.

On one hand, following the trend of research oriented towards reversible architectures
[FBCH+20], a line of research aims at designing imperative programming languages targeting
reversible computation. The ancestor of such languages is arguably Janus [Lut86], an impera-
tive flow-chart language rediscovered in [YG07] and studied in details in [YAG16]. Reversible
computation is linked to linearity, and [Bak92; Mat03] explore the subject with respectively
Ψ-lisp and SRL, akin to a linear Janus language.

In the realm of syntactic functional languages, lambda calculus is not well-suited — al-
though there has been a proposal for a reversible combinatory algebra [PHW06]. In term of
syntax, a seminal proposal for a reversible, functional language is the untyped Rfun [YAG12] —
although Thomsen concurrently aimed at a proposal [Tho12]. From this seminal Rfun several
extensions were developed: heap manipulation and algebraic datatypes in [AG13], the ability
to manipulate non-linear objects in [Mog14], the addition of garbage collection in [Mog18].
On the side of concrete use of the language, a series of examples of code have been proposed
[TA15], while on the formal side a core fragment of the language (CoreFun) has been analyzed
in [JKT18].

A last trend consists in the study of point-free languages. The first approach is the lan-
guage INV [MHT04], followed by Π, presented by James and Sabry [JS12b] with a sound
presentation of isomorphism between types and a discussion on irreversibility as side effect.
A (reversible) compiler for the language has also been designed [JS12c]. A specific discussion
on type systems for reversible programming as semiring can be found in [CS16].

To conclude, an approach linking point-free languages and regular, typed functional lan-
guage is Theseus [JS14]. Initiated in [SVV18], the line of work I follow can be seen as the
study of a formalization of a core of Theseus.

E.3.2 Reversible Pattern-Matching
In [SVV18], we propose a simple yet extensible model of reversible computation. Consider a
grammar of typed patterns defined as follows:

𝑣 , 𝑤 ∶∶= 𝑥 | ⋆ | ⟨𝑣 , 𝑤⟩ | inl(𝑣) | inr(𝑣),
𝑎, 𝑏 ∶∶= 1 | 𝑎 ⊗ 𝑏 | 𝑎 ⊕ 𝑏,

where 𝑥 ranges over a set of (typed) variables, ⋆ is a unit term of unit type 1, ⟨𝑣 , 𝑤⟩ ∶ 𝑎 ⊗ 𝑏
is a pair of a value 𝑣 ∶ 𝑎 and a value 𝑤 ∶ 𝑏, and provided that 𝑣 ∶ 𝑎, we have inl(𝑣) ∶ 𝑎 ⊕ 𝑏
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and inr(𝑣) ∶ 𝑏 ⊕ 𝑎. A pattern 𝑣 is valid if each variable appears at most once in it. We denote
with FV(𝑣) the set of variables appearing in 𝑣 . A closed pattern is called a value.

In a functional setting, a reversible computation between type 𝑎 and type 𝑏 is a bijection
between values of the respective types. Aiming at an applicative language on structured types,
in [SVV18] we follow the standard strategy [Lan66; Bur69; Tur79] and propose a syntax of
isomorphisms based on pattern-matching.

An iso consists of a set of clauses

{
𝑣1 ↔ 𝑣 ′1⋮
𝑣𝑛 ↔ 𝑣 ′𝑛

} ,

where for each 𝑖, we have FV(𝑣𝑖) = FV(𝑣 ′𝑖 ). The iso is well-type of type 𝑎 ↔ 𝑏 whenever
each 𝑣𝑖 is of type 𝑎 and each 𝑣 ′𝑗 is of type 𝑏. For the iso to be well-defined, the patterns on the
left of each clause should be non-overlapping. For the iso to be injective, the patterns should
furthermore be exhaustive: all values of type 𝑎 should have a matching pattern in the iso. To
enforce bijectivity, the same two constraints should also be set on the right-hand-side of the
clauses of the iso.

In other word, an iso defines a bijection between values of type 𝑎 and values of type 𝑏 if
and only if the patterns are exhaustive and non-overlapping on the left and on the right. For
instance, the (bijective) iso 𝜔 of type 𝑎 ⊗ (𝑏 ⊕ 𝑐) ↔ (𝑎 ⊗ 𝑏) ⊕ (𝑎 ⊗ 𝑐) can be defined

{ ⟨𝑥, inl 𝑦⟩ ↔ inl ⟨𝑥, 𝑦⟩
⟨𝑥, inr 𝑦⟩ ↔ inr ⟨𝑥, 𝑦⟩ } .

One can check that the left hand-side of the iso satisfies the two required properties: Any
value of type 𝑎 ⊗ (𝑏 ⊕ 𝑐) is either of the form ⟨𝑥, inl 𝑦⟩ or of the form ⟨𝑥, inr 𝑦⟩.

E.3.3 A Categorical Interpretation

Together with Kostia Chardonnet and Louis Lemonnier, we studied the categori-
cal structure underlying the pattern-matching presented in Section E.3.2. This work
yielded a publication [CLV21] presented in this section. The text is taken from the
introduction of the paper.

The categorical analysis of partial injective maps have been thoroughly analyzed since
1979, first by Kastl [Kas79], and then by Cockett and Lack [CL02; CL03; CL07]. This led to
the development of inverse category: a category equipped with an inverse operator in which
all morphisms have partial inverses and are therefore reversible. The main aspect of this line
of research is that partiality can have a purely algebraic description: one can introduce a re-
striction operator on morphisms, associating to a morphism a partial identity on its domain.
This categorical framework has recently been put to use to develop the semantics of specific
reversible programming constructs and concrete reversible languages: analysis of recursion
in the context of reversibility [AK16; Kaa19; KV19], formalization of reversible flowchart lan-
guages [12, 22], analysis of side-effects [HK15; HKK18], etc. Interestingly enough however, the
adequacy of the developed categorical constructs with reversible functional programming lan-
guages has been seldom studied. For instance, if Kaarsgaard et al. [KAG17] mention Theseus
as a potential use-case, they do not discuss it in details. So far, the semantics of functional
and applicative reversible languages has always been done in concrete categories of partial
isomorphisms [KV19; KR21].

In particular, one important aspect that has not been addressed yet in detail is the cate-
gorical interpretation of pattern-matching. If pattern-matching can be added to reversible im-
perative languages [GKY19], it is particularly relevant in the context of functional languages
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where it is one of the core construct needed for manipulating structured data. This is for
instance emphasized by the several existing languages making use of it [YAG12; JS14; TA15;
JKT18; SVV18; CSV20; CSV23]. In the literature, pattern-matching has either been considered
in the context of a Set-based semantics [GKY19], or more generally in categorical models mak-
ing heavy use of rig structures [CS16] or co-products [KV19; KR21] to represent it. If such rich
structures are clearly enough to capture pattern-matching, we show in [CLV21] that they are
too coarse, and that a weaker structure is enough for characterizing pattern-matching.

E.3.4 Inductive Types, Fixpoints and termination
As it stands, the language is very limited: it is for instance not possible to express natural
numbers, or lists. One simple solution consists in extending the language with inductive types
and recursion.

Through the Curry-Howard isomorphism, inductive types are the twin siblings of induc-
tively defined predicates. Arguably, the formalization of induction takes its root on one hand
[BCMS89] from the theory of inductive definitions [Fef70; Acz77; BFPS81] and Martin Löf’s
type theory [Mar71; Mar84], and on the other hand from de Bakker and Scott’s 𝜇-calculus
[SB69; Bak71; Pra81; Koz83]. The main design choice consists in whether to use an equational
presentation with named constructors [CP90; Dyb91; Dyb94] or an anonymous presentation
using 𝜇-abstractions [BR72; Roe74; Men88; Mat98], in the same way 𝜆-abstractions can be
used to express (unnamed) functionals.

If in [SVV18] we use named constructors for the dedicated type constructor [𝑎] for lists,
in later works [CSV20; CSV23] we work with the more generic anonymous inductive types,
using a 𝜇-construction, as follows.

𝑎, 𝑏 ∶∶= 𝑋 | 1 | 𝑎 ⊗ 𝑏 | 𝑎 ⊕ 𝑏 | 𝜇𝑋 .𝑎.
The additional type constructor 𝜇𝑋 .𝑎 comes with a pattern/value constructor fold. The typing
rules enforces the equivalence

fold 𝑣 ∶ 𝜇𝑋 .𝑎 ∼ 𝑣 ∶ 𝑎[𝑋 ↦ 𝜇𝑋.𝑎],
encapsulating de Bakker and Scott’s induction principle [SB69]. A type constructor [𝑎] for
lists can for instance be defined as [𝑎] ≜ 𝜇𝑋 .1 ⊕ (𝑎 ⊗ 𝑋). The list constructor nil and
𝑣1 ∶∶ 𝑣2, standing respectively for the empty list and the cons operation, can be defined as
nil ≜ fold inl ⋆ and 𝑣1 ∶∶ 𝑣2 ≜ fold inr ⟨𝑣1, 𝑣2⟩.

An inductive type might have arbitrarily large values: in a functional setting, the tradi-
tional method [Jon87] consists in using fixpoints. To do so, one missing feature of the iso
language is the capability to manipulate variables representing isos. In [SVV18] we extend
the language by adding iso variables, application, lambda-abstraction over iso-variables, and
a fixpoint operator fix. Assuming fix 𝑓 .𝜔 has the behavior

fix 𝑓 .𝜔 → 𝜔[𝑓 ↦ fix 𝑓 .𝜔]
and assuming a suitable syntax extension for the right-hand-side of isos, we can then define
the (higher-order) map operation of type (𝑎 ↔ 𝑏) ⇒ ([𝑎] ↔ [𝑏]) as follows:

map ≜ 𝜆𝑔.fix 𝑓 . { nil ↔ nil

ℎ ∶∶ 𝑡 ↔ (𝑔 ℎ) ∶∶ (𝑓 ℎ) } .

Assuming the iso 𝑔 is of type 𝑎 ↔ 𝑏, the operation map 𝑔 sends nil to nil and otherwise
applies 𝑔 to the head of the list and itself to the tail.

Introducing fixpoints pose the question of the termination of programs: without termina-
tion, the isos describes injective maps between sets of values. Bijections are only obtained in
the case of terminating isos. One of the result of [SVV18] is to formalize this fact.
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E.3.5 Pattern-Matching for Quantum Control
The reversible iso-language described in Section E.3.4 is amenable to the same algebraic ex-
tension as the vectorial lambda calculus presented in Section E.1.3.3: values are extended to
linear combinations. Therefore, assuming tt ≜ inl⋆ and ff ≜ inr⋆ are the two (standard) val-
ues of type 1⊕1, one can now consider values of the form 𝛼 ⋅ tt+𝛽 ⋅ ff, where 𝛼, 𝛽 are scalars:
the type 1 ⊕ 1 is a 2-dimensional module. In [SVV18] we formalize an algebraic extension of
the iso-language supporting the encoding of unitary maps (when scalars ranges over complex
numbers). For instance, the Hadamard gate can be represented with the iso

{ ff ↔ √2
2 (ff + tt)

tt ↔ √2
2 (ff − tt)

}

of type (1 ⊕ 1) ↔ (1 ⊕ 1). In the paper, we discuss how this idea can be extended to types of
infinite dimension such as lists, and we provide a (restricted) formal setting for the support of
lists and linear combinations. In particular, we provide a compositional interpretation of isos
as unitaries in ℓ2-spaces.
The quantum SWITCH. In the context of the algebraic extension of the iso-language, the
quantum SWITCH is simple to write. Indeed, suppose that 𝑢 ∶ 𝑎 ↔ 𝑏 and 𝑣 ∶ 𝑏 ↔ 𝑎 are two
isos, then one can write the iso

{ inl 𝑥 ↔ inl(𝑣 (𝑢 𝑥))
inr 𝑥 ↔ inr(𝑢 (𝑣 𝑥)) }

of type (𝑎 ⊕ 𝑏) ↔ (𝑎 ⊕ 𝑏). Depending on the branch (left or right), either 𝑢 𝑣 or 𝑣 𝑢 is applied.
The remaining question is whether 𝑢 and 𝑣 are indeed “used” only once.

E.3.6 Relationship with the Logic μMALL

This section summarizes a series of papers obtained with Kostia Chardonnet, a Ph.D
student I co-supervised with Alexis Saurin [CSV20; CSV21; Cha23; CSV23].

The extended type system presented in Section E.3.4 is very reminiscent of the logic μMALL,
an extension of MALL with inductive formulae. Introduced by Baelde, [BM07; Bae08] the
logic μMALL is linear and features tensors and coproducts. Inductive formulae are dealt with
infinite proof structures. The problem in this context is then to characterize whether a given
infinite derivation is indeed correct: there exist several validity criteria [Bae12; BDS16; Dou17;
NST18]. The strict linearity of the logic together its ability to express inductive formulae
makes μMALL a good candidate logic to serve as a Curry-Howard correspondence with the
iso-language sketched in Section E.3.4.

As mentioned earlier, an iso 𝜔 ∶ 𝐴 ↔ 𝐵 corresponds to both a computation sending a
value of type𝐴 to a result of type 𝐵 and a computation sending a value of type 𝐵 to a result of
type 𝐴. The logical counterpart consists in two proofs: a proof 𝜋 of 𝐴 ⊢ 𝐵 and a proof 𝜋⊥ of
𝐵 ⊢ 𝐴. These proofs describes an isomorphism if the two possible cuts between them reduce
to an identity proof.

The case of structurally recursive isos is considered in [CSV23]. We show that the resulting
language can encode any primitive recursive function [Har87], andwe give an interpretation of
well-typed isos as proofs of isomorphisms in μMALL. The work described in [CSV23] discusses
how the syntactical constraints of structural recursion are linked to the validity of infinite
proofs corresponding to programs.
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The example discussed in the paper is the proof Jmap 𝑔K corresponding to the term map 𝑔
with 𝑔 ∶ 𝐴 ↔ 𝐵 being

[A] ⊢ [B]

1⊕(A⊗[A]) ⊢ 1⊕(B⊗[B])

1 ⊢ 1⊕(B⊗[B]) A⊗[A] ⊢ 1⊕(B⊗[B])

1 ⊢ 1 A,[A] ⊢ 1⊕(B⊗[B])

A,[A] ⊢ B⊗[B]

A ⊢ B [A] ⊢ [B]

nil ↔ nil

ℎ ∶∶ 𝑡 ↔ (𝑔 ℎ) ∶∶ (𝑓 𝑡)

[| g |]
ℎ

𝑡 𝑓 𝑡
𝑔 ℎ

recursive call

and where J𝑔K is the proof corresponding to 𝑔. Although the proof is folded in a cyclic manner,
it corresponds to an infinite proof: the back-edge is really an infinite branch consisting of
“copy-and-paste” of the proof structure:

[A] ⊢ [B]

1⊕(A⊗[A]) ⊢ 1⊕(B⊗[B])

1 ⊢ 1⊕(B⊗[B]) A⊗[A] ⊢ 1⊕(B⊗[B])

1 ⊢ 1 A,[A] ⊢ 1⊕(B⊗[B])

A,[A] ⊢ B⊗[B]

A ⊢ B [A] ⊢ [B]

[| g |] 1⊕(A⊗[A]) ⊢ 1⊕(B⊗[B])

1 ⊢ 1⊕(B⊗[B]) A⊗[A] ⊢ 1⊕(B⊗[B])

1 ⊢ 1 A,[A] ⊢ 1⊕(B⊗[B])

A,[A] ⊢ B⊗[B]

A ⊢ B [A] ⊢ [B]

[| g |] 1⊕(A⊗[A]) ⊢ 1⊕(B⊗[B])

1 ⊢ 1⊕(B⊗[B]) A⊗[A] ⊢ 1⊕(B⊗[B])

1 ⊢ 1 A,[A] ⊢ 1⊕(B⊗[B])

A,[A] ⊢ B⊗[B]

A ⊢ B [A] ⊢ [B]

[| g |]

The fact that proof is valid comes from the infinite number of left-unfolding of the list.
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Chapter F

Opening

Over the past dozen years, the field of quantum programming languages has experienced
substantial maturation. Fifteen years ago, programming languages were restricted to toy lan-
guages, independent from hardware, and only relied on small mathematical specifications
such as Knill’s QRAM model [Kni96]. What happened below this layer was left “to the physi-
cists”. Nowadays, quantum programming languages address large, industrial-scale problem
instances and target concrete hardware [McKinsey21]. It has become clear that many low-
level aspects require scrutiny and are of interest to the programmer: Timing, coprocessor
expressivity power, quantum superposition of execution, etc. All of this needs to be taken
into account at once, and it is not clear whether this can be compartmented into an interme-
diate representation, with the compiler responsible for the translation, or if some or all of the
constraints have to be lifted to the high-level language. Both points of view are interesting:
leveraging intermediate representations for quantum computation to this extended paradigm
but also having a full-fledged high-level language for describing such processes.

Our seminal work on QuippeR is arguably a milestone in the design of quantum program-
ming languages [GLRSV13b]. QuippeR can indeed be seen first of most as an experiment in
the design of a scalable language with sound principles. The central axiom is that program-
ming quantum algorithms are, first of all, the description of the construction of a circuit: any
quantum programming language should, therefore, be a classical programming language pro-
viding a series of specialized constructs to realize circuits as efficiently as possible. Several
design principles ensue. For instance, one such design is the capability to box functions—i.e.,
considering a function from qubit to qubit as a circuit— and unbox circuits—that is, consid-
ering a circuit as a function acting on a qubit. Another principle is the ability to build and
apply higher-order circuit combinators: the programming language should make it easy to
control a circuit, use it in the context of local, ancilla wires, and otherwise perform arbitrary
transformations on it. A last principle worth mentioning is the ability to generate a circuit
from a classical description. These principles have been laid out in the context of QuippeR:
they are still state-of-the-art in the design of current quantum programming languages.

The field is, however, moving fast, and as NISQ [Pre18] reaches the level of industrializa-
tion, new paradigms are needed. On the one hand, the so-called realm of hybrid computation
requiresmore than circuit-description languages: a distributed programmingmodel where the
classical processor and the quantum coprocessor speak on equal grounds. Programming in
this context opens novel questions. For instance, what is the classical expressive power of the
quantum coprocessor compared to one of the classical processor? What are the programming
features needed within the quantum coprocessor, i.e., what are the reasonable capabilities of
the coprocessor terms of memory, clock, and timing related in the interactions? The large-
scale development of quantum hardware also opens the door to the question of quantum
compilation. Quantum circuits can no longer be considered low-level targets, and a quantum
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programming environment cannot be reduced to circuit description and evaluation [BISG+20;
Qui20; HFGB+23; Mei24; Qis].

From a theoretical standpoint, in the last 15 years, we have proposed a novel computa-
tional construct: quantum SWITCH [CDPV13]. This construct can be summarized by asking
whether it is conceivable to realize in superposition the sequence “𝑈 then 𝑉 ” and the sequence
“𝑉 then 𝑈 ”, given only one single copy of each. Said otherwise, instead of only having data in
superposition, is it possible to also have executions in superposition? If 𝑈 and 𝑉 are unitary,
the overall operation is unitary, so this should not be a problem. The issue’s crux is the im-
possibility of building a circuit with only two holes–one for 𝑈 and one for 𝑉–when realizing
this procedure.

Although this “quantum test” makes sense from a computational perspective and is math-
ematically meaningful, it lies outside the circuit model. Nonetheless, it has been realized by
concrete physical experiment [PMAC+15; TCMG+21]. This exemplifies the cross-fertilization
happening between physics and computer science where computer science: The scientific
community has derived several exciting results from the realization of quantum superposition
of executions, including speedup in communication and finer analysis of quantum metrology
[ACB14; ZYC20; TCMG+21]. From the quantum programming language side, the promise
of quantum control lies in the programming of quantum unitaries. Instead of constructing
circuits as lists of opaque low-level gates, quantum control opens the door to a complete
programming environment manipulating classical and quantum operations within a unified
paradigm.

Since 2008, in parallel with the development of quantum programming languages, seman-
tics have seen a significant development [LMZ18; RS18a; Wes19]. Indeed, semantics is es-
sential to unearth the structures underlying quantum computation and to shed light on the
suitable structures for manipulating quantum computation soundly and consistently. The de-
velopment of semantics for a programming language is, in particular, what makes it possible
to obtain language-supporting techniques to express and prove the properties of programs.

At the dawn of 2010, the semantics of quantum programming language were either very
abstract or very close to physics textbooks: based on superoperators and completely positive
maps, following the standard models of quantum information theory, or, on the opposite, fol-
lowing purely categorical constructions [SV08a; SV08b; Mal10]. Since then, the models have
tremendously evolved, capturingmore fine-grained concrete, useful programmatic paradigms.
An example is the interplay between quantum circuits and measurements in the context of
circuit-description languages: we now havemathematical representations of dynamic circuits,
where the circuit’s shape might depend on the result of previous measurements. Another ex-
ample is the range of sophisticated type systems based on linear logic. Such type systems can
now enforce the non-duplicability of quantum data and, at the same time, provide refined
logical properties by relying on dependent types [FKS20]. Finally, a last example concerns
quantum control and superposition of executions: we now have several proposals of formal
languages equipped with rewrite systems able to formalize what it means to feature quantum
superposition of executions.

A Few Current Trends of Research
The rest of the chapter broadens the focus to a set of ongoing trends of research.

Rise ofGraphical Languages. In the field of quantumprogramming languages, one crucial
event in recent years has been the advent of graphical languages targeted toward quantum
computation. Arguably, the first one is the ZX calculus . Abstracting away from quantum
circuits, the language is a formal graph-based language akin to what is used in the context
of tensor networks but specialized for the specificities of quantum computation. In ZX, wires
correspond to qubit states, and the available nodes in the graph stand for linear maps related
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to elementary operations such as rotations along 𝑋 and 𝑍 basis. Unlike quantum circuits,
it is equipped with sound semantics and a complete equational theory, making it a strong
candidate for reasoning and processing quantum computation.

Over time, the ZX calculus has proven more versatile than quantum circuits when con-
sidering several classes of problems such as circuit optimization, qubit layout, post-selection,
or reasoning over error-correcting schemes [pub22]. The language is also easily extensible. It
has, for instance, been extended to support features such as measurement and trace, or arrays
of qubits. Compared to syntactic, more conventional approaches such as Qasm implementing
plain quantum circuits, the ZX calculus has shown to be a credible approach for serving as an
intermediate representation in the context of a quantum compilation toolchain [Mei24].

The success of the ZX calculus has spurred a line of research in the design of graphical
languageswith a focus on specific backends. Indeed, the ZX calculus is particularly well-suited
for hardware based on the gate-set Clifford+T but possibly less fitted for other models. For
instance, for Clifford+Toffoli—the canonical gate-set for cat-qubits—the ZH calculus is better
suited [Vil18]. Similarly, the ZW calculus [HNW18] is considered adequate for reasoning on
quantum computation with Rydberg atoms. Recently, one can also cite languages such as the
LOv-calculus developed for linear optical circuits [CHMPV22].

These trends emphasize connecting theoretical computer science concepts with physical
implementations. Such a cross-disciplinary integration has already been shown to be effective:
we have recently shown a completeness result for quantum circuits based on the development
of the LOv-calculus [CHMPV23a].

The story is still ongoing, and exciting questions await us. For instance, existing languages
currently only model quantum computation in finite-dimensional spaces; the ability of graph-
ical languages to handle infinite-dimensional objects is still work in progress [FC22; SYG24].
Another question is the interoperability of these languages. In particular, if the Kronecker
product is the canonical operation to join systems together in ZX-based languages, linear-
optical languages use the product. Finally—and maybe more generally—these languages are
still far from many considerations closer to the hardware: they do not handle (yet) timing,
noise, nor hybrid computation.

Unification of Quantumand Classical Control. Hybrid quantum computation is a model
of computationwhere the interactionwith the quantum coprocessor can depend on the results
of intermediate measurements. In the standard model, the coprocessor is considered a closed
box that can bemanipulated using an interface given once for all. In particular, the elementary
operations available in the quantum coprocessor are not programmable.

The model of quantum control instead considers the case where the programmer can de-
scribe a superposition of executions instead of a simple list of gates. In this model, one can
express the purely quantum part with native, quantum-specific programming constructs such
as the quantum SWITCH [CDPV13].

One missing aspect of quantum control is the interaction with the classical machine. In-
deed, current descriptions of quantum control only focus on the purely quantum part, and the
model does not encompass a hybrid system where, for instance, quantum information could
be measured, let alone used to drive quantum evolution. Therefore, finding a model unifying
both classical and quantum control in the same framework is an open question.

Another more foundational issue is how to handle quantum, recursive datatypes. Con-
sider, for instance, the type of lists of qubits and the element consisting of a list of size 2 and
a list of size 5. What does it mean to iterate over this superposition of lists? The question can
be generalized: What kind of recursion is allowed in a purely quantum context? This question
lies in the more general problematics of the expressive power of quantum control. Indeed,
if superpositions of programs make a powerful computational paradigm, the constraint of
unitarity is a subtle condition to enforce at the syntactic level.

A last large research avenue open for quantum control is the problem of turning the de-
scription of a superposition of executions into something that can be physically executed on
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a quantum backend. The question is twofold. On the one hand, several non-standard models
of quantum computation feature some notion of quantum control, such as AQG or routed cir-
cuits. Compiling on these (formal) backends is already a stimulating question. On the other
hand, we do have concrete hardware candidates for (physical) quantum computation. A nat-
ural question is to study how much quantum control these hardware candidates can handle
and devise a suitable compilation scheme for them.

QuantumCompilation Toolchain. Although the field of quantum programming language
is now reaching a mature state, turning a quantum program into a realistic set of low-level
operations executable on a quantum coprocessor is still a work in progress. Currently, each
vendor offers a specific solution, usually with a particular quantum dialect and a compilation
framework specifically tailored for one particular hardware. Existing quantum compilers are
also currently very limited. For once, they provide little parametrization and do not scale well:
they mainly target (small) NISQ devices, and LSQ is still an open field of research. Another
issue is the ability to handle hybrid computation; static circuits remain the norm of what is
possible to compile.

A crucial open question in this realm consists in devising tools and techniques to effec-
tively compile quantum programs down to low-level, executable physical operation. Following
what has been done in the classical setting, it would be natural to consider one or several in-
termediate representations specific to quantum computation, such as graphical languages.
In any case, problems such as timing and parallelism of quantum operations and topological
constraints of the hardware (or of the quantum error-correcting layer) need to be addressed
in a consistent manner. Because of the very distinct kinds of hardware, it is now admitted
that there will not be a one-fit-all solution. Nonetheless, many problems are cross-platform,
yielding similar answers. Although a generic hardware-independent rigid compiler might not
be doable, devising a common framework for building and composing compiling tools and
modules is an active research area.

A complementary problem in quantum compilation concerns optimizing and estimating
the resources needed to run a given quantum program. Although this program is written in
a hardware-agnostic, higher-order language, the target backend is one specific coprocessor.
The problem is akin to what happens for critical systems: This processor has limited memory.
Error correction—if any—is costly: we want the code to be as optimized and as parallel as
possible. This tension calls for developing optimization schemes to minimize resources and
static analysis tools to evaluate these resources.

Static Analysis for Quantum Programs. Verification techniques for quantum programs
are currently in their early stages of development. So far, various attempts have been followed
with little of a unified approach [CBLVVX21]. Among these, one can mention the use of
proof assistants such as Coq and Isabelle/HOL to prove properties of quantum programs,
but also deductive verification techniques, either standalone and based on a crafted Hoare
logic or embedded in existing tools such as Why3. Although other novel SMT-based tools
have recently emerged, the field still needs to be more structured, making it challenging to
compare these methods and ascertain the overall direction of the discipline.

The main problem with static analysis of quantum programs is the nature of the thing we
want to analyze. Many aspects can be considered. If the program describes a static circuit, as
discussed in the trend related to quantum compilation, one can be interested in the circuit’s
size, shape, or depth. Another critical aspect is ensuring that the circuit generated by the pro-
gram implements the correct unitary map. In the context of a probabilistic algorithm relying
on measurements, one should also guarantee the probability of success.

In the context of a quantum compilation toolchain, one can also be interested in certify-
ing other layers of the compilation stack, such as the optimization schemes, the qubit layout
process, and, in general, circuit transformations and translations to dedicated graphical, in-
termediate representations.
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Finally, an untouched aspect of the static analysis of quantum programs is quantum con-
trol. What can be asserted in this context, how to do it, and how to verify it is still a completely
open area of research.

The questions discussed above rely on sound, expressive semantics of both quantum pro-
grams and layers in the quantum compilation toolchain. Unlike classical computation, where
models are discrete structures, in quantum computation, the mix of discrete and continuous
structure, duplicable and non-duplicable objects, linear algebra, and operator theory renders
the development of powerful analysis tools challenging without a fine-grain understanding of
the structures at stake. The development of semantics for quantum programming languages
is a continuous dialog between three actors: physics, hinting at the underlying constraints;
computer science, discovering unknown computational structures and techniques; and se-
mantics, formalizing them and providing a firm, sound framework upon which to build and
reason.

Conclusion

This thesis has presented how I understand the evolution of quantum programming
language within the past fifteen years. In this time frame, the field of quantum pro-
gramming languages has shifted from toy examples to a more mature state. A dialog
between physics and computer science has fostered unforeseen discoveries along this
path. The story is, however, not over, and the field remains open, presenting exciting
questions and opportunities for future developments.
I am already involved in some of the research paths presented in this section, in par-
ticular with currently ongoing Ph.D students. With Nicolas Heurtel, Ph.D funded
by a CIFRE with Quandela, we are studying graphical languages for quantum linear
optics—this yielded for instance the LOv calculus [CHMPV22]. With Julien Lamiroy,
co-supervised with Renaud Vilmart, we are investigating graphical languages for
quantum control. With Jérome Ricciardi, Ph.D funded by CEA and co-supervised with
Christophe Chareton, we are studying static analysis methods for quantum programs
with measurements.
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